**MINOR PROJECT CODE/ALGORITHM**

Submitted in partial fulfillment for the award of the degree of

**BACHELOR OF TECHNOLOGY**

**(Department of Computer Science and Engineering)**

Submitted to

**INDIAN INSTITUTE OF INFORMATION TECHNOLOGY**

**BHOPAL (M.P.)**

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQEA3ADcAAD/2wBDAAIBAQEBAQIBAQECAgICAgQDAgICAgUEBAMEBgUGBgYFBgYGBwkIBgcJBwYGCAsICQoKCgoKBggLDAsKDAkKCgr/2wBDAQICAgICAgUDAwUKBwYHCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgr/wAARCAHcAdwDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD9/KKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKCcVwvxy/ab/Z7/Zn8OL4t/aB+Mvh3wdp8m77PP4g1SO2+0Mq7ikSuQ0r4/gQM3TjkVUYylK0Vdgd1nFDMqjcxwK/LX9pT/g6p/Yv+G91caP8As4fDfxR8TrqF1Ed9Mh0PTZlx8xWS4ja5yGyuDbKCVOGK4J/Pn9oL/g5T/wCCm/xqik0/wf4w8O/DmxZWTyPBmgq00iEnG+e9ad1cDHzxeVyMgDPHq4fI8yr6uHKvP/LcD+kHxD4q8MeEdJn1/wAV+I7HTLC1jL3V9qF2kMMKjqzO5CqB6k18wfGv/gtz/wAEuPgTdx2Hir9sbwrqlxLDI8cHg9ptcyynBjZ9PjmjifPG2Vk/LJr+av4x6l+2H8c/BEP7Rnx31P4jeLvDst6umWfjnxTNf3to1yA5+yRXk+5N4CMTGr5GDxkHHmaBQPlH1r2aHC9GSftat7bqPT5gfv18Uv8Ag7D/AGNfDMNxb/Cr4C/EHxReRn/R21BbTTbObJO3955s0qjGMkwnHoa+dfih/wAHbv7RmsrC/wAGv2RvBnh0KCLhfEuvXesFmyMMvkiz2jnoQx4/L8kaTcPSvSo8P5XT05L+rf8AwAP0F8f/APBzV/wVK8YCT/hH/FXgrwrvbI/sDwfG+3nt9te4/XNec6z/AMF7v+CumrW0lle/th6hCsrFm+x+E9HtnyeeGis1Ydexr4/ckqQjlTjhlPT3/wA9fav1O+HXgD9jb/gtf+xtpvwc+CHww8I/CP8Aaa+F3h9f7L0HTI0s7LxhZwxhXCSYAmD7Wf8AelpraQgvI0ckjvWIo5fgeVuhHlb1dk7efp3A+I9c/wCCnP8AwUe8RXS3l5+3d8XIWXGE0/4hahax8HP3IZkX9Kpx/wDBSD/golBIZk/b2+NH3Tu/4ulq2AOpOPtGK8q8W+FPE3gDxVqPgfxtod1pes6PeSWeraXfQtHPZ3EbFJIZFYAq6sCCOxFfov8A8ET/ANgj9mzxj+zX8Xv+CmP7XfgX/hNPCvwpt71ND8E/aSI727srFb65eZMBZAY5reKON2MbF5vMUgLW+K+pYPDe1dNW0taK1vtZ2A+QY/8AgpP/AMFFoHLH9vT4ztub7r/E/Vjj/wAmK67wV/wWU/4KjeApVm0L9trxtcFeVXXL1NUHTGcXiS5/HNeseFP+Cq/7D/xT8QXHhb9r/wD4JE/Bi18D31wzQ33wd8PjQNc0qH95g+ekifbCFZAUD2ylkLHsgm/bP/4I9eE4PgrJ+3H/AMEw/i63xg+DwZm1nTY4y2ueGikYaRZotqPKqZDOpjSeFJEZ4mjDzrjGrhY1FDE0VC+zai032ulowMHw9/wcQ/8ABXXRdQjvLr9qKDUo4xg21/4H0bY/1Mdojfkwr1fwp/wdU/8ABRrw/Atvr/w++FeubR80154evoZW/GG9RB/3zX5oB1PenAg9K6KmU5fUjeVKP3W/ID9rvhz/AMHd2ky3FrbfFv8AYeuLW3VB/aGoeG/HC3EjNgZMdtPaRjr0UzdP4jX0d8Lv+DnL/gl/49lkj8ZeJfGHgcxx53eJfCcsySNnGFOnG6P4sF464r+cOg5A61w1eHctqLROPo/87gf18fA79uD9j79pJbeL4GftNeB/E95cW6zrpek+JLeS9jU/89LbcJoj6q6KR3APFepedFnHmL+dfxaLKy/MmF+ijB/xr3v9nX/gqN/wUE/ZZ+y2vwb/AGrvF9pp9lB5Frouqal/aenwxbtxSO1vRLDHk9WRAfevMrcLyX8KpfyasB/WlRX4Qfs1/wDB2L+0B4Z8nRv2r/2e/D/ii28uGNtc8H3T6Xdx4DeZNJDN50NwzfKQqG3UYPrx+jP7Lf8AwXk/4JnftTC30vSfj3D4N1yaLe2gfEKEaVKhL7FQXDsbSSRjgiOOd3wQSorxMRlOYYVXqQ07rVfgB9jUVDaX1pfwrcWVwssbKGWSNsqQRkEH6c/Spgc15wBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUEgda+Sv2//APgs/wDsWf8ABPm2uNB8feND4k8aRqAngXwuyT30bMAV+0sWEdmp3If3rBypyiSdK0o0a2IqKFOLbfYD60LqDtLD86+Sv22P+C2P7Av7DL3vh3x98Uh4k8WWbMj+C/Bey/1BJFba6TEMsNqy9Sk0iOVztVj8p/En9vL/AIL8ftzftsTXXhjQfEg+Gfgm6j8p/C3g+8dZrmMh9yXV9hZp8q+xlTyonVRmLJOfhxII40CRqFA9B/n/ACTX1GD4Zk7SxLt/dW/zYH6V/thf8HOP7bPxymuvDn7OGn6b8K/DsjYjurE/b9YlTDhg1zMgjiBDBh5UKSRlR+9bHP53/ED4j/Ej4t+LLrx98WfiBrXijXr1lN3rXiDVJr26m2jagaWZmdtqgKMngAAYAxWPTWbHA/l+X+fWvpsPg8LhI2pQS/P73qA4ADoK779l7w7+zx4t+Pfhvw9+1j4+1nwt8O7m8ZfFGv8Ah+zNxeWcHlOQ0aCOQ53hASI5CqksI5CAh9m/Zz/4I2ft9ftEeH2+Ib/CmHwD4Kt7Rru+8dfFK/GhaZb2wjMguMzKZpISAMSxxOnIJYDmvq7xT/wR6/4J/wD7Cv7KVv8AtyftP/GXxd+0B4bbVorK30/4NtZ2mjvM3nxlbm7edpHtTcRLAZ4ZInV3UBDuOMMRmWDpv2fPeT093V38ntftqB9O/sz+HtI+H3wK1X4H+H/iHa/tY/sZ6/arZTQ6WRfeLPhzDM3mIl1aW+Jrm3RjE4ESJdW7DzI4VWEBvg79qr/g30/bE8GfHuHw7+xz4Iuvil8PPFFm2q+CvF1jqFpHEtmwDrDdzySRwpKA67ZN3lzoyuhB8yOLuv2Mf+C0nwN+Ef7Q/wAOfBf7MX/BNT4S/Crw3qXi2103xZ4mvri41bXINKuLiGGV49QcQy71jy58wyKdoBUbct0n/B0N8Vf2qPA/7VFj8IR8bPFUfwt8WeCbHU7XwrbzNb6YLiOeaGaFxHgXJDwxTkSFtpnjwAAleLhY5hhcx9nFKPOm/e626tL7Xo9euozyTTf+Dej4/eCLLTNX/a9/ay+B/wAGINQt/OlsfGHjhPt9tzgqUCrbuR6pcFc9zXt/7P8A/wAEA/8AgnP408M+Lvij4g/4Kht8QvC/w90ltQ8aSfCzQ7cNp8KwSzGQyiS+8wbIZWCxxMzhDgZwK8R/4IL/APBPL9lz9unxJ8UtY/aA0W68VX3gbQbW40H4fwa82mrrclx9pBMs8RWVUV4YEyrKqtOC+QQD6t8Ffj7/AMFPf2YPhp47l/Yu/wCCJ+jfDHwffaTJ/wAJc3iPwzr99eS29pHNuZ5tRvU+17FknARYnyS42sTitMVXxzrSoxrWatf4YrXs2238hHo37MX/AATf/wCCEnxJ/ZZ+K37XPwv0/wCKHxO8N/C231OfVI/FniA6bPdJZaet85t0tYrYhHjbCtKFJYMCFABrxv8AYn/a/wD+CQWpfta/DvwV8I/+CVureGde1j4haXpXhvxS/wAZdVuJ7CS5u4Io70ozHaySOWMSkghF+f5iB6P/AMGssuhfFH4Z/tIfsv8AizVYZLDxNoenNDpjSDdNDcRahaXsoBzuGHt1Y4IBZQeor81v2Hb+XwN+3n8G9R1jfbto/wAX/Dsl2rqdymLVbcsp9DlSPbvV08PKtWxFCtOUuW1ryezXWzsM/Vz/AILgftmfsc/st/tj3vgzx7/wS2+H/wASfGGseFNP1ZvHniLVfKNxu328azW6WpabYlsIwxmDFVUZAUCvTP8Agkt+3F+zv+1Z+yD+0Vofgr9gbwl8O/Cvgvw2t9r/AIP0fVRNY+JDdWF6JllQW0Yj3R2KxlsOSrDP3Bn4z/4OsrKO3/4KI+EbmOPabj4O6c0nuw1TVR/IL+Vdp/wbkrt/Y3/bOf8AveBbMflp2t/41xSwtH+wqdXXm93q+6W17CPAb/8A4KY/8EyNaVk1j/gh34OKNHs/0P4pXlqxb1Jisx7cADv68foV+zN8Y/2Gf2Ef+CZsH/BWD4Ifsma18Ov+E9mWw1jwPovxKv8AUY7sxarcWcMhF6TA7hYnmVvIV1WR0VsFi34mfspL+zrN+0R4Utv2tbHVZvh3cassHir+xblormG3kBTz1KRuxETlJWRRudYyq4LA1+wf/BfX4afB39nz/git8JfhL+zF4j+2eAYviZpqaHef2kLwX1lNp+r3iyCccSqzsHDDIIAxXTmGHw8a1HDpS9+SvrJprXTVtX2A8/8AHX/BPP8A4I+fGj9iK6/4K/eLbH40eCfBevao8954Y8K6hokZtWfWDpZ8u3+xlI4/PBfYjjbHkqoI2D5pu/2G/wDgi78StXjtvgh/wWDvvDjXdqj2+k/Eb4U3u6CVsfJNfAWtsuOhKqQDyCwGD9OeMppNB/4NJ/C+hav8smraptt4ycbw3i66uVH1KRlvpX5q/sBfsc+Kf29f2rvCv7MPhTxLHor69PNJqGtTWpmWxs4IXnmlCBlLvsjZUXIDOyAlRlhtgo1PY1qk68oqnJpbNWXqmB7/ADf8EIv2ifHltdXv7JP7SPwR+NbQzAQ6T4B+JFs2pNDjPmvFceXFGB0I84nPTPWvEfjb/wAEy/8AgoR+zzLdD4rfse+PLG2sVdr7VLPQpL6wgVVDFjd2olgIxnkORwfQ19dftZfsYf8ABF/9nf8AaWsf2FvD/iv4/at8QlMGmTeItFuNMvLOHWr0ILW2ngaCNrjaZU8wW5QgOE3tIHCfpH/wVT+FH7c3g74d/CGy/YA/ax8GfCjTfBML6LJZ+K/FEenr4guJEs4NNsoo57eW3uZFEE4WOVl3NIAoJztzlm2Io1IRumpapyi46d9G739APgX/AIJg/s5/shfs3/8ABI/4kf8ABVz9oP4E+Hvizr8V1Lpvh3w14ksYb+x04C6gsoFaCYGMO91OJJZcM6wKoj2kuH4X4gfAn4Bf8FMv+CYXij9u34CfAjwt8PPjN8HdQ8r4l+CvhzYpZaVqmlkB/t0Vh5rfZlWEvIHypY2d6pEh8kp1HxS/4LJ/t7fsteLta/ZO/wCCpP7GPgHx5JqmnBfFFnrWlRWF/r1iZN9tIt5ZM9pLAsiyeXIkDAOjjcsiNX05/wAEO2/4JyftAeCfjprP7O3wN8ffC3Qb7wPa6J8T/CfiDxZHqXh4W9wl7smtbmVjctKkQuhI0uxVWRdq85rGpLE4eM8ZO7bkmpJ3jZ6cv9ID8IQTmmlAfzzXs37Y37LHgX9mDxJo9t8Nv2svh78WNF8QWcl3pupeB9SaWe0hVgoW+gIxaSsS2I97nEbE4yBXjdfUUa0a1NThs/66ge5fsn/8FKP24P2JAll+zn+0Jrej6StwZW8N3Ui3mluzOrSE2k4eJWfBBkRVfkfNxz+qv7FX/B1l8OfEa2PhD9uv4RyeGrx2WO48ZeC0kutPByf3ktk5a4hQL18prlieiDIFfhxQVzXFjMqwONj78Un3Ss/69QP7FfgP+0f8DP2nPAsPxK+AnxT0PxVokzbft2i6gswjfAPlyKPmikAIJjcK4yMgV24YHgGv44/gf+0B8bP2afG8PxH+AXxQ1rwlrkOB/aGh3zQtLGGDeVKB8s0RZcmOQMjdwRxX64/sCf8AB1BLC1p8Nv8AgoR4FVtnlwR/EjwjYn95gKnnXliPUh5Ge3AxuVUt+uPlcZw7isPedJ8y7df+D8gP2rorj/gp8e/g5+0V4Es/iZ8EfiVo/irQr4ssGqaJeLNF5igFo2xzHIuRujYB1PBAPFdhXz2qdmAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUjOqLuY4oAWvNf2o/2tP2fP2OPhncfFf9o34nWPhjRom2QTXTM015Ngt5FvCgMlxLtVm8tFY7QzEbVYj49/4Kt/8F9fgV+wpJqHwa+ClrY/ED4qR7oJtOjuA2l6BIRjN9KjbmkHX7NGQ/GJHh3KW/AP9pz9rH9oP9sn4m3Hxc/aO+JeoeJNYm+W3+1MFt7CL/njbQqBHbx/7KAAksxyzEn3MtyPEY21Sp7sPxfoB94f8FJf+Dk/9oj9pNtR+F37HX9ofDXwXN+6l1sShPEGoRjO4ebGxWxVgcFYS0o2DE4DMtfmbcz3F5cyX17O0s8zs800jEs7MSzEnuSxJPqSTTTgdav+F/Cnijxz4isfB3grw3qGsavqt0trpelaVZvcXN5OxwsUUUYLSOTwFUEntX22GwmFwVNqkkl1f+bAoDAHFGa/Q79i/wD4IP6h4/8Ail4X8Bftv/HfRfhvrHiqFrnQvhjYanbzeKNTt0gnmeQpl0skCRMQzrK2YpEaOMgGvEP+Cr/hTwD8Ef2mb79k74e/sraJ8NbL4b3Vxard2usXGo6j4jjnEUsV/dXU23zFki8uWJNgMQneMsQqqmdPH4epiFRp6u179Lfr8gPmCvVf2PP2wPiR+w/8S9S+MXwi8L+FdQ8RXWgT6bpV94q8Px6gdEmkaJhqFlvI8m6j8oBGIZCHcOjgjHlVHXqK7KlOFSDhNXT3QH7Kf8FntTuv+Ch//BG/4H/8FGvC+q3k0nh+SKPxtZ2eEtI7i4K2V5I0bKrMYdTtlgjYEAJcyNhgwp3/AAQx+z/8FA/+CUXx8/4Js+L7Zrp9DUSeHLrUA5trI6iJrmx2hWBzBqNlLc4yBmQcEAivkX/gmv8A8FdPD/7KHwL8UfsX/tT/AAPHxM+DvjCaWW80ltSEN5YvMiLMI942yI3loyoGhaKT94kgev1K/YV+L/7H3/BOL9mrwjq2s/szv8EtP+OnxIsrHwH4R1TxNLq2vahHcSxRQ6jqU1xsNpbxJMhMGZFt4grvI0t00Y+RxkcRgsK8MoP4+aDT6b+ugH87+saNq3hnWbrQdb0q506/0+5ktryxuoXimtpkYq8bo+GRlYFSrAMCCDzmv2D/AOC9F9/w2B/wSl/Zn/b7WeO71NUt7TXm0uKTyYZtSsVe8zx8scd7p/kgscbpAB94Gvkb/gv/APs6aV+z3/wU48b/APCPmH+z/HEUHi2CGC4Mv2ea8Li7ST+47XkVzKEycJKmAFIztfDf/gqz8KbL/giPr/8AwTB+KvgDxRf+JptRf/hGdW03yF0+C1/tKHU43uJXl80yLdLPlFhIZCvzruJr1q6qYiOGxVFXaauvJrUD57/4J1/HLw5+zj+3L8LPjL458U6lpOg6L4xsm16+0u9nhkjsWmUT58giSSPby8Sg+aishVgdp/SL/gtv+x18ev20fjro/wC0t4J/bn+FM3wC1zTbceG9S8W/Eu003Q/DEkdv+/ZjvKXXnSCSbzoRLLmUxsFWJCfx2UEDBpcD0rqr4H22JjXhJJpW1Sfz16+YH7u/8EZfiD/wTW/ZP/aVtP2Ff2UtduviZ448SaPf3Hjr4yTWv2e2kuLRBImm2MZUs1uQs0mUbYSkbeZcFgYvyb/amsNN+D//AAU/8eWuhstrYaD8dNQfT280YjtU1d5ITuzjHlbTnOMd68GwPSjA6YrPD5b7DETqublzqzv37/5KwH6O/wDBzT8afgr8ef20fBPjT4F/GLwr41023+GMGn3l/wCEvEVtqUNvcx6hfSNE727uEfZMjbSQcMDjFaf/AAQl/aU+AHwM/ZL/AGrvDXxi+MvhvwxqXijwfbW/huw1zWYbWbUpEsNVVkhWRgZDuniXj+KRR3r8zsqOKXKnvVf2bTll8cI5Oytr6O4ArbgHXcvdeoI/wqxLreqtpKaJPqdw1jDJ5kVm058qNufmVSdqnk8jnk+tVtw9aWvS3+QH69f8FIkt/DX/AAbW/s2+H9B1CIJeeJdDa+8mboZdL1W6Kv6ESbSQeQRzyK/OP9gz9sjxd+wP+1L4Y/ah8H+H4NYk8PzTLfaLdTGJNQs5oZIZ4fMAby2KOdr7WCOFYq4Uo3kOB6UY9q4cPgYUqE6U3zKbbfTfp/wQP2Q/Yl8Af8EoP+Cg/wDwVksP2u/hv8dfHFr4m1HX18YWPwb1fwXLC1trNqPtEl3PqULzW5g8+IXAiDITI6pvKN5J4P8A4KffBv8Aaf8A+Cuv/BaDxB+zB8F7+XU/B/w5XTtIk1dZmk03w5E8MEuoTzYGxbgzmVNgYyyGzVAB5QK/C/7A37ePxb/4J1/HO4+PvwY8MeG9W1e40GbSHt/FFnPNbpbyyxSuyCGaJllzCqh9xwpYYIPE2h/8FI/2x/AHxX+Kfxe+DHxm1PwRf/GLVNQvfGdr4ccJDK13cSzt5QkDmCSNppFinjKzxq5CyDJz5v8AZuKp4pzpu9o8sXLp327dAPtv/g6P/aA+BvxG+PXw8+A3w/1OHUvFnw30bUI/G2pQyK6RyXTWpgsmlHMk0Qt5ZHXAWP7UMfMXVfRfA8p/4Jvf8GzGpeI7maSx8WfH66ljsre5jdvOGr/uE8sqMxhtGtWuELfLvJ7sM/kj8KvB0fxX+L3hzwHrnjKy0dPEniK1sb/xFrl2sdvZrPOqSXdxLIwUIgYu7MQMAknqa/Tj/g6C+N/gvTfF3wf/AGIvhFDa2fhvwN4OXVWs9JlQ2aLKPsljbqq/dMFvbOyj+5eKR1yZq4P2ccPgU21dyb/w6/m9gPyjJaSRp5G3PI252PVj6n3ooor6ID079kv4B/Dz9pH4mXnw2+If7Snhf4Vq2hzz6H4i8ab00u51BXjEVlPOuFtRIrSP575VRCwCuzKp6z9rr/gmd+2b+xNM2pfGz4QXbeG2k/0Hxx4fb+0NEvIyR5ci3UQKxiQEMiTCOVlydgwcdZ/wSL/4J2eH/wDgpl+0V4i+BPiP4lX3hVNJ8A3mu2uoWGmrdM80d1aW6oyMygp/pJYgEFtm0Fclh94/8G8fh34g/AT9nz45/tP/ALS3xP1yH4J+D9LvdMj8I6hM82mzSxL9q1C7WxkJQOEEUS7M+e1xOjbii58XG46WFqS5Zp8trwa77cr/AOHA/GgHPb8KCB1NfpR8F/gj/wAE7v8Agt94tvvBXwD+DWs/s5/Gv+z7zU203w/bjVvB2qQxFf3jpGsT6ezZVflWOKPzFA+0SPg+LX/7H3xl/wCCQn7Vfh7x7/wUF/Yvs/iH4BtbiS1Zobpp9B1iSWGZC0VwYihlRFkuI7e4RJT5QZo48Bx1QzCEpOm4tVEvge79Hs7geHfsqftm/tL/ALE3xEj+Jn7NXxZ1Lw3elo11C1t3ElnqUSE4iubd8xzqAzhdykpuJQq2CP3Q/wCCa3/ByB+zt+1Omn/DD9q2HT/hj49uHWC1vJLojQdXlKZxFPKc2khKyYhnYjAULNI7bB+Ef7Vmt/s2eI/2hPE+tfsieCte8O/Du5vlfw1oviW8E95ax+Wm9WYPIdvmb9gaSRgm3c7Nk156QD2rHGZXhcypqU48srb9V5PowP7SopVmTegP406v5rf+CW3/AAX2/aL/AGDrnS/hP8Y47z4ifCuOSKE6Xc3GdU0K3yAzWE0jYdFXlbWVhGdiqjwZd2/oG/ZU/a//AGe/20/hRa/Gb9nP4jWfiDQ7iRoZjHmO4srgYzb3EL4eCUAg7XAJVlZcqysficfluKy+paauujW3/DgemUUA55FFeeAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUVyfxu+OXwp/Zy+GGr/GX40+NbHw/wCGtCtTPqeqX0hCxr0CqoBaSRmwqRqC7uyqoLEAiTlJJbsDc8UeKfDvgzw/eeKPFmu2el6bp9rJcX2oahdJDBbRIpZ5JHchURVBYsSAACSQBX4a/wDBXD/g468S/FI6p+zh+wB4hvNH8MvHJa618SrdXt7/AFA/daOwOQ9tDjJ+0YWZjjYIgu9/nH/grb/wWw+MH/BRTxDdfC/wBJf+FvhDY3RFh4faXbd62UYFLm/ZGKuMgssAJjUhWO90WSvhrAzmvsspyFUWq2JV30Xb1/yAVmeSVppGZmZizMzZJJ75prSKnLdPXHT3+nv0HfirOl6Xqmuapb6JommXF7eXkyQ2tnZwtLNNI7BUREUFnZmIUAAkkgY5r7bsv2OPg5/wTG8HeFvj3/wUi+Gt34y8aeKEa68E/AmC5a1tmgRkD3eq3wjkQKgb/j0jDkuYllyrSIn0VfERo2W8nokrXf8AwPMDyz9j7/gmj8V/2n/Cl18c/HvivS/hh8H9I5174oeMG8m0X5/L8u0jYq17N5mECqVQv8hkDlVP6Z/8Egbv/glv8UU+Kf7Hv7DMnibwn8QpfB9xFonxl1wIutaujRvFLd2bFVNqsMjxsIVELSJtkMavG7r+f+m3X/BR/wD4Ln/HO1+GnhyK3utN0GOM2eg6ap03wx4PsXbyo2MeWC8ZUMfNuJETYu9Y1RPbP2lPC6/8G93jHwro3wb+EC+I/i9rGjf2i3xw8baWkunWsb/urqy0SzDMkUm3ZDNNM5uFjmYBEjukavDx0qmI/cTn+9esYxasvXv6fcB8U/ELT/2mP2Ef2zr5fGus32m/E/4e+NFvptUupJLhpr6ORZkui0hDXEMwCSB2IE0cm44MhFfp3/wWl+Ffgb/gpn/wT1+HP/BXr4BaVImraHoqWnjjS7cNK6WDSsk0TfLuY2N6ZV3bUDRTyyk7VUGz/wAFT/gh8Nv+CvP/AAT18N/8FX/2WNEtYfGnhPRTD8RvDtrJ5twLOAFrm1bYuZZrN2MsZ2oZbWRnAOYEr5//AOCAn/BRn4R/s56r47/ZB/bD8Raba/Cf4haTdXcx15g9lbXqWjJcwTLgq0d1aIYiBkvLDbxIGaaiVSpiMPHF01arSdpRXbZr06oD84wc0V1Hxu0r4S6F8X/E2j/AfxTe614Mt9cuk8L6pqVo8Nxcaf5rfZ2kWQBt/lbN2VU5zwOlcvX0cZc0U7WukwNr4eeOdW+GfjnR/iFoVjp91e6HqlvqFnb6tp8d1bSSwyLIglhlBSRCyjKkEEZFeiftq/tw/tBft7fGr/hefx78RwzanBZw2ml2Okwtb2emQR8iO3jLsyAuWdiWZmZzk4wo8hJwM062hnvJ47S0haSaVwkUaKSzsTgAAdSTxUOnT9oqrWq0T7X3AW4uru8uJLm8uHlklkMkkkjbmZz1Yn1Pc9+9Mzg4r6w/Zr/4Il/8FGv2mlg1PRvgVN4Q0aeQx/258QpjpMany45FP2d1N26MJBiSOBkyrDdlSK+6P2ev+DWr4eWEUeq/tRftMatq0rW8Zk0XwPpqWUcE24lx9ruhM1xGy7MYhhZTu55wOGvm2X4bSU1p0Wv5bAfjMXA61f8ACHhXxV4/1q28N+BvC2paxqF5L5drY6XYSXE0rZAGEjBY5JwOOT0r+lL4L/8ABGX/AIJo/A+VrvQv2UfDutXUliLaW58ZLJrW8A58zyr1pYY5Dzl440JBx04r6Q8MeEfCvgrQ4fDXhDw1YaXp9vGEt7HTrNIIY1AxgIgCgY9q8etxRSV/ZU2/XQD+Y/4c/wDBKj/go78U9YudC8MfsZ+PLWe1GZG8SaK2jwnj+GW/8mNz7KxNeseEv+De7/gqN4n/AOQl8G9E0I4yv9reMrBtw9f9Gkmx9Dzx0r+ifaud2OaXPOa4ZcTYyXwxivvYH4OWn/BsD+3zeRLLP8VfhPablz5c2vakzKcfdITTyPxBqyf+DXX9uYyED41/Cfbxhv7U1Pnjn/lw9a/dqisZcR5m9ml8gPwhf/g15/bxXcI/jL8I25G3drWqL/7jzWH4q/4No/8Agor4f2yaRrvw31pf4l03xLcRkHPc3NtEMV+/VAODml/rFmW7afyA/m/8S/8ABBb/AIKteGZZBL+y2b2GPJWfTfGGkTB145CC73854BUE9ga8H8d/scftefC/SD4h+JH7K3xH0HTR/wAxLV/BN/b2+fTzXiCE8Hvz16YNf1cHBGAKPqK3hxRior3oJ/gB/H8GDKrgHDKCMjHBFJvFf1jfFb9l39mv47Sxz/Gn9n/wX4sli3CK48ReF7S8liyu0lHmjZkOMcg54r5J+LP/AAblf8E2viHbxv4P8MeKfA11GS7TeGfE0syTNzjfHqH2kbeR8qFPu9Rk59SjxNhJ2VSLj6aoD+e+WMSxmNhw3DDOMj0/z1oUESO5PMjbm+v9PXjuc1+nn7QX/BsH+0z4Lt5NQ/Zx+Nvhvx3Db2jStp+s2r6NfTPubEUWWmhkO3HzPLEM9Qo25+D/ANoT9jn9qj9lLV/7J/aG+AviPwupk8qLUL6xLWNxJgHbDdx7oJ+vPlyNg8da9nD47B4r+FNP+vMDzWik3DO0ketLXWB9+f8ABtH8TpvAf/BU3Q/C0Q48aeEdZ0WQD7xVIP7Q4/GxFeh/tqf8Fm/iYfjL8Xv+Cff7U/wD8O+M/hFpvjvXNFuLHw/Lc6DrV0sGqs9vefaoZHiMqSRLPgweXK2d4wwK/Bf7Gv7THiT9jb9qTwV+094S0tdQvPCOsrdSaa8wiW9tmVori33lH8syQvJGH2tsL7trEAV9B+O9R8Bf8Fpf+Cw2n3vgzw6/w/0T4oa/pyatDq+uQ+atva2ca3csTLGqi4khtm2Q4fdO+C2G48TFYKnLMJV6sb0+W909U1287AfoJ+xX4C/ZN/4JHf8ABOP4jf8ABU74SXniq9/4WJo8Y+HumfEjSLa01WGNpDFY6cywSMsyz3X7+SaEgSW0cUip+73n8w/2XP8AgrD+1t+zhrusWmu+KYfiN4L8W6jNd+OPh78Q4v7T0rWnnkeS4laOUnyppHkd2dCA7lWkWUIFr6s/4OW/2vtG1z4yeF/+Ce3wYkt7DwX8I9Lt21PT9N3JB/aT2ypBbqgGzy7azKxrtYENcTIwJQEfNv8AwQ4+G3w++Lv/AAVN+Fvw8+Knw/0XxR4fvjrTaloniDTYryzuBFol/KnmQzKyPtdFYbgcMinqK58DRp/UamLxMebmXNruktlfp6oD1af9gj9jX/gp94XuviT/AMErPF0fgj4mWdulz4o/Zz8c6vgkeVmSTR76XAnQSKcbzsAkBkNoAkTfCnxJ+GvxE+DfjjUfhp8WPBGqeHfEGkzeVqWj6xZvb3Fu/UBkcBsFcMrYwysrAkEGv2l/ZI/4JLeBv2Yv+CgXxm/4KDftPfD22+HPwj+FPiTUdS+Gejtc+fbNGoeVNTCoXfyYom3xxjJ86RUQKYDG3kt3/wAFH/2W/wDgtD8YLr9mL9rT9iXxFMt/4gk/4VP4++F+ltceJvDthlggvokMhniSNpppljEsIxkW7NEkyvD5jUhUly3nTSTbbu43V7J/at16+oH5M9RXq37IH7av7RX7DHxYt/i9+zv45k0u9TbHqOnTL5ljq0ALHyLuHIE0fzseodT80bxuFdfSP+Cj3/BKH9pj/gnB4q8/x9preIPA2oXLR+HfH+l2braXPPyw3CHLWdzs+YxSEqxVxG8gQmvmEE969qMsPjsPdWlB/d/w/wCIH9Q3/BK//gsf+z7/AMFJ/Cg8PW1xD4X+Jmm2Yk17wLe3O53Vfla6s5Dj7TBkgHA3xMwDgBo3f7Gz7V/GT4D8e+Nvhd4z074i/DjxVfaHr2kXS3Olaxpd00NxazL0dHUgg/zHB4Nf0D/8EX/+C8/hL9tCx039m79qbULHQ/i5DD5Wn6kuILHxYqjhohnEN5j78A+WQ/PFwTFF8bm2Rywt61DWHVdV/wAAD9L6KRWDDIpa+dAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiuS+Ofxw+F37OHwp1v40/Gfxja6D4b8P2LXWp6ldthY1GAFUdXkZiqJGoLO7KqgswBaUpOyV2BQ/aS/aS+D/7J3wh1j43/ABx8YQ6LoGi2/m3FxMpZpW6JDEg5lldsKka/MzEAV/M//wAFVv8AgrF8Zv8Agpr8VPteqG40H4daNdOfCHglbgMsPG37XdbflmunXnd0iVjGmMu8p/wVm/4Kq/Fb/gpt8ZjqFzJc6N8N9BupB4K8Ied9xOV+2XW04kuZF5PVYg2xCcO8nyeTk5r7vJsmjg17atrN/h/we4B05rqPgr8E/ir+0Z8TtL+DfwV8G3Wu+ItZl2WNhbADA/ilkdiFiiQZZ5HKoqqSzAAkdN+yT+yD8aP21Pil/wAKp+DOnWongsZL7VtY1aZoNP0q0jBL3FzMFYRRjpkgkkgAE8V798R/2nfhL+zN4Ik/YU/YC8daXp9v4imh034vftCXcE0Nx4h3SBZbeBo/NkttHhyxbylZ50ThXBdrr1cRiJRl7Okry39F3f6Ldgdx4b1X4W/8E3tch+An7DGi2/xm/ao1v/iXap460nTzqVj4RuJFZZbDR7coVu7oZZZLoqVVVZGGDNDH93eGrPwX/wAFZv2e9a/4JZftz+OPDUP7Rvw30eC90/xL4d1SLUNl4kCAymSNdklxA7fY9Rt0YoXVnjZcoYeH/wCCB/iX9iP4Vftm63+yN+y5p9r4w1a0+HV7qXir43a1D5NzruoQ3tlF9h0iEnNvpyCWdmLfvbho0YjZDGW+df8AgmB+zp8f/wBhL9vP4gftjftvfD/xF4V8O/BnwvrWoa/4k1q1eC11zUJojaQQWdxJhb2S58+RodhdWIXnLpu+cxElVqVG3acEpRb0lJt2Vl0Wm33gfI2m+Nv24P8Agkv+1N4i8MeDPGOtfDvxzodw1hrENrIktvfRbQUZ45FaG7gdGWWIujLiRXXBINJ+2Z/wUn/bA/b6tNA079pj4j22rWvhtZDpdrZaHa2aLNIFEszeTGpZ2VEB52gKNoXnP6Cf8FFvjN+wp/wV1/4JrWf7d+o+PPDXw9+NXw/jj0vU9Iu7h2uL24JeQaQFCma5inAmntJQpSIiYOyAXJT8hQcjIr2sBKOKSrVadqsXZu2qa7MD6b/4J1f8FWP2jP8AgmvH40sPg/bWOrab4u0tY20bXpJHtLXUEYCO/RFYHesZkjKAqsgdSxJjUV81apfy6vqlxq9xbW8Ml1O8skNnaxwQoWJJVIolVI0GeERVVRgAAACoa1PBXgbxr8SvFVh4F+HPhPUte1vVLnyNN0fR7KS5urqTYz7Y4owWc7UY4AJwM9ASPQjTo0pyqJJN7vvbuBl42gt+NdX8EvgT8Z/2j/G8Pw7+BHwx1rxZrM2Nun6JYtKyKW275GA2wxgkZlkKxr1ZgMkfp7+wZ/wbTeIvEUdh8Sf29fE8mk2jN5q/Dvw9eK11Kob7l5drlYQduDHAWbbJ/rYnUqP1m+Bn7PHwP/Zm8Cw/DT4B/C/R/CuiQzeb9j0mzEZml2hPOmfl55iqqDLIzO20ZY4FfP47iLD0fco+9L8PvA/JH9kT/g2F8d+JI7PxX+2t8V49Bs5F3zeD/BkkdxfFWQYSW8kVoIWR87hGk6uDhXTG4/p5+y5/wT9/Y7/Y0to/+Ge/gRouj6giyBvEFxCbzVJA5UupvLgvMEYqG8tXEYOSFFeyZor5bE5pjsX/ABJ6dlogBQFG1e3SgnNFFcHW4BRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABVfVtJ0vXtLuNE1vTbe8s7yB4Lq1uoFkimjdSrI6MCrKVJBBBBBqxRRtqgPhn9q7/g36/YK/aHgutV+HPhCf4X+Ip1Jh1HwaFSwV/LWNPM09v3PlqFBKQeQzEcvyTX5bftm/wDBCb9uH9kwX3inw/4WT4jeErcs6654Niea4giGebiyI85CFBdmjEkSKfmkB6/0X5NHOGG4/MMHnt6fqfzPrXsYTPMfhXZy5o9n/n0A/j93/O0Z4YdiPfH9DTskHKnDfwtj7p9R7jt6Gv6VP26P+COf7Gv7c66h4p8SeCU8K+OLtZHXxv4YiSC6muCow93GB5d4Mqu4yDzdmVSSMYI/Ff8Ab5/4I7/tb/sFT3HijxDosfi7wHG/7vxz4cidoIFzgC8h5ezfp97dFk7Vlcg19Zl+c4XHe43yz7Pr6PqB8sX19e6nezalqV5LcXFxIZLi4nkLvI5OSzMeSSeSTX2b/wAG8qxv/wAFgPhKshP+r1/aB3/4kGo5/TNfFvI4dSvOPmrsv2ff2gfi1+yz8Y9E+PnwM8VNovijw9NJJpmoC3imC+ZE8MqNHKrIyvFI6HKnhjjBww7sZRlXwc6UN2rAfWH7TX/BR79q79nD/goR8cPAh8bTeLPAf/C3PFVpf/C/x9JNqXh29s5dXnfy2spW2xDO2QPCI3ByQ3zMG+tv2d4v2b/+CSPxw+Fv/BSbS/hT4y0D4R/tGfC+SHXLKS1bWIvhzc3MtlexD7cg826hkVQBG8QlKRM6vKw8pfyO+NPxk+If7RHxX1743fFrUre88SeJtQa91m7tbOO3jmmIALiONVVc4yQAOc1+o37O/wC2n+1l+0r+wB8J/Df/AAT5+LV5Y/HL4BWd3o3if4ZiaDZ4r8MSCGNL2C0nLR3z28UFvHtKmSItMy7DJCs/j43COjh4JK1/dlrZbaN9tev3ge7/APBO/wCMX7R17+w1+1d+0j+3n4lb41fCuFtR1bwIvjixkt7HxZb2tvcyXC20F3G5gsrkx2SwxiHZHI0ipGzq+/8APX9pz/gm78Ofi58Ar7/goZ/wS8utX8SfCu3uJB408A6pHJJrnga62JLJA55+1WsayKxmVpGRGDM0ipJKPTv20vjj/wAF/v8AgoF8I9W8H/G39mDxV4P8B+G7F9V8VWFj4DutBsryGyXzTPPJfsZLkoV8wQxuVLpuWIsqFffP+CHX7Keqf8E2v2dfFv8AwVE/bR+JeqeCfC+s+HFXSvBm9k+22ZdXhu7i3OPMuZG+W1iADhZGYH98AvJFywEZYiM4qbaShF3T0Stp163A/FsBhw30+7ipLO6u9PvodT0+7lt7i2mSa3uIZCrxSIwZXUjkEEAg+or9Ov2vP2BP2Yv+Ck/wX1P/AIKA/wDBIjTPI1rTyLj4n/A+OGOK8sZJGZjPa2yMVjdwJJFhQmOdUb7PmZDA/wCYLLIjtDNE0bo2143Uqyn0I7V9FhcVTxcXZNNaOL3T8wP3p/4IZ/8ABeG1/aAXSf2PP2zPFUcfj/atp4P8ZXkgSPxIBkJaXLHhb4AYV+lxwOJv9b+sSsGGV+lfxbQyy2s63drK0c0bBo5EbDIw5DA9iDyCOQea/fj/AIIK/wDBb1f2odOsP2Of2s/Far8SbG32eFfEl9MAfFVuikmGQnrexouSRzMilz86uX+WzrJfY3xGHXu9V2815fkB+qVFNjkWVBInRuadXy4BRRRQAUUUUAFFFFABRRRQAUUUUAFFFNkYIjMew9KAKfiTxJoHhHQb7xR4o1q10/TdNtJLrUL+8mWOG2gjQu8sjMQFRVVmLEgAAmv5qP8Agtv/AMFc/FH/AAUW+MEnw2+Gep3Nn8IPCd+3/CP2fzxnXLkbkOo3CHa2CpIijdQURiSA7uB9F/8ABx3/AMFcJfih4n1L/gn7+zn4rhk8M6ReLF8TNZsbjcb/AFCFznSkZDjyYZFHng5ZpkWPCCGQSfkYM9xX2eQ5T7KKxNVav4V28/8ALyAWvQP2XP2YPip+198YLP4L/B7TYZtSuVaa7vLxjHZ6ZaqV827upQD5MEatuZsMTwiK7uiNlfAv4I/E/wDaR+Lmh/BD4NeFpdZ8SeIL5bbTbCPcFLEMzO7AHZGiI7u5GFRGY8A1+iH7O/8AwUp/ZS/4I7/F3Rf2c/gF4B0v4n6DGPI+OHxQs4d154hviWXZpDGTyvsdrucpu+S5beqmMsbmT28ZialOLp0Y807Xt283+iA9P/4J8/tXf8Eh/hpe+KP+CT+oaJNeeEPGGnrpeufGzULn7JH4u1Yh1nMhRt9jaqzCO1fzGQfvMnEvmzfGX/BVn/gkH8Zv+CafxDGpRSXHif4Y6xcFfC3jKOE5i67bK9wAsd0qgfMMRzr88eCJYofsH9uz9kD/AIJOfs62Xhv/AILD/C61bxl8NPGUwbwb8IdKsQmjar4keOV4Wn37WtdPT7NcNcWZTKSx+VhUb7OuN/wTo/4LxaH8ajr37HX/AAVuttI8R+AfH2oTLa+JtSsI0ttJadwws7lEA2WayYMU4PmWrbcuY1V4PEo1K1OTxWFjKUftqW7fW3mgPy++EHxl+KnwB+Iuk/Fz4KePL/w34k0S5+0aXq2myBZIZNrLyCCroVZlaNwyOrFWVlJB9E/a1/4KK/to/t0R6bZftRfHe+8S2OkS+bpukpZW9jZwzbSvnfZ7WOKN5sPIokZS4WR1BAOB9sftQf8ABu54a+Gfx9v9Zsv22PAPgD4GXixzad428faqiXFjPMkkkemqHaOG8mKKsiHzULRBmxkBWbp3/Buf8K/jJ4W1C8/Yz/4K1/Cf4l63pdmt3dabHbxQwRQ7sF55rK9vXgX5XwxhIJUjjBI9GeY5PUcar1fflenlfoB+YOB0xTXkjRNzOB9TVi+shaapcaZaXsN8IZ5ES5s8tHMqk/OmQCUIGQSASOcCv1i/4JUf8G92oeKf7P8A2gP2/wDQbjT9PXEuj/DGQtFc3Q2/LLqeMNApYbvsoIkzjzCgV4ZOzGY7D4Gj7Wq/RdX6AfIP/BOz/gkP+0z/AMFBtZh13R7BvCfw+iujFqXjrWLNzC+x9ssVnFw15KvIKqVRNpDyKxVW/d79iH/gnF+y5+wN4NbQ/gd4J/4nF5arDrHi7Vts2qaj0JWWUABYyyq3kxhIsqG27ssfbPD3h7w/4R0O08MeFNCs9L03T7WO10/TdPtUht7WCNQscUcaALGiqAqqoAAGAAKuV8HmGb4rMJWbtDt/m+oBRRRXlgFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABTZIoZ4mguYFkjkUrJG65DKRgg/hTqKNegH5l/wDBSf8A4N3vhR8cLe9+L/7FUWm+CPF0dvum8HbRDouqbWziFVH+gylSVAX9w3lxqUiy81fiz8Yfgv8AFL9n74iap8KfjJ4H1Dw94g0icxX+m6lbmN0IOAy9njbgrIpKuDlSRgn+toHB5rxH9t//AIJ8/s3ft+fDn/hBPjf4U231rGRoHivTlWPUtIfB/wBVIQd0ZJy8Tho3xkrvCOv0OV59WwsvZ17yj36r5gfy2g56VoeE/F3i/wAA+JrHxp4D8V6loesaZcLcabq2j3r211aTDpJFLGQyMATggg8+mQfdf+Cg/wDwTV/aF/4J2fEVPDnxP0v+0/DOqXDJ4V8badblbPVVCltjDLfZ7kKrM9uzEjY7I0kYEh+es5GRX29KpSxFNTg04sD9yP8AglrZ/tk/Gb9mi+/bD/4KzftU6tH8AdF0tb/TfCvi9YdniGGFhKl7qEnledNZh1XyoSzfa3xlWiOy5/Pj/grr/wAFXfiT/wAFNvjEtto8V9ovwz8PXjjwb4RaQ7pmwynULtVJD3TqSAoJWBGMaFi0kkvhfij9s39qDxp+zno/7Jniz40a1ffD3QdU+3aT4bmmHlwS42qu/G9okySkLMY42YlFUkmv03/4Jh/sEfszf8E5f2bbH/grj/wUW1rTZrye1tr74X+F4biK6+zyTJ5tnNEgbZc6jMuHhj3bLdF81yjKz2/z9ShTy2tLFVknJu0IpWX5b9wOk/4JP/sM+Gf+CPvwb1b/AIKkf8FC/H2peD9WuvD8lhoPgG3maOf7POQ4huIVZWurybyVaO0Y7IVUyTKJYz9k8x/bW/Y8/Z5/4K//AAO1f/gph/wTI0YWXj/Td0vxh+Dqqgvpbglna7hijBzcyfvZAy4W8UMwC3SzRy/JH7bv7eH7Sn/BYP8Aav0HSL+xa1s9W1620X4b+A7e7P2XT2up4oYUJbAe4kkMfmTsAWOAAiIiL0d94Y/bx/4N8f23NG13W4rOW9a2DJPpt1NJofi7SnZTPa+Y8cbNsOA6MiyRSIkgUqY3drC4j23t5VEq8ldR6NL7P/BA+OSCh2SDay/eU9qsaNrmt+GNYs/E3hjV7nT9S066jutO1CymaKa1njYPHKjqQyMrAMGBBBGQQea/T3/gp3+xJ8D/ANu79nf/AIe/f8E39Oaa0ufMf4zeB7KJRcabfKglurwwqPkmTeHuVUBXjdLpQVd3f8umyj+Wy4I/SvYweKjjaTdrNaNPdPrcD+kz/ghh/wAFgdM/4KD/AArb4QfGjVbe2+L/AIRsFbWPkSFPEVopVf7RhReFbcyrNGoAV2VlASRVX9AAc9K/jc+Cfxs+Jv7OfxW0H42fBzxVNoviTw7qKXml6hCM7XAKlHU/6yJ0ZkeM/K6O6nIYg/1L/wDBMn/gob8NP+Cjf7M2nfGvwi8djrdsyWPjLw1v3PpGpBRvRe7wP9+KTncpIbbIkiJ8ZneVfUqntaS9yXTs/wDID6MooorwQCiiigAooooAKKKKACiiigAr89f+C+f/AAVam/YP+A8Hwe+DOuonxU8f2skenS28m6TQdN+ZJtRIH3XLfuoN2AX3vz5JRvsP9rP9p74bfsc/s+eKP2jvizfNDofhfTjc3EcO3zbmQkJFbx7mVfMklZI13MFDOCxVcsP5QP2tv2ofib+2d+0P4l/aQ+LV8X1bxHe+atqrZisLdRshtYv+mcUaogP3mxuYs7Mx9zI8t+u4j2k/gj+L7AedSy3E8rTXM7yMzZZpGLEn1J70lBOOpA924ApAc4I6Mu5TjjH+e1foAG34D+JPxC+F2qX2sfDnxrqmh3GpaRcaVqE2l30lu1zZXCFJrdyhBaNxjKnglVPUAj3/AP4Jjf8ABQnwj/wTz8eeKPFvi79lPw18UbXxRoqaZPZa1dJbvbW4cu0aO9vOu2QiLepjO7yU6V8zUVjWo069NwmtHv0/ID9fvGv/AAV8/wCCHf7Xfwq8F+Av2sP+CePjDRLHwnJcHRfDvg9oY9J0Q3DqZ2hNjfWMhDsNzAW4yRnBJr5w/wCCjGsf8EJm/Z+T/h3h4N8UJ4/vtYtvLa+uNX+z6dZbWaUyfbpCrs+NihTJ/ESVxXwds9TRs9DXHh8ro4aadKckr3tzO33W1+8D9gPCfxi/4JO/8FB/+CPvw3/ZZ/aI/aRs/g14l+Ea27Sq9hvne8ijlhknjiVR9tiukkaZ442EolZC2MDzPz//AGyPHf7Pnx4/aE0fwB/wT2/Z9u9C8PaXplr4Y8NLaxyvrHi24wYftVzGpYma4LbQgBdlbLfM5jTw3w14X8R+MfENj4T8H6Deapqmp3UdrpunafatNPdTyMFjijjQFndmIVVAJYkAAmv3/wD+COv/AARz8KfsP+FLX44/HDTLXUvi9qdrhm3CSHwvC4+e1t3HDzsABLMBjrHGSm95fPxH1bJouo5tttuMG9Lvf5Acx/wR/wD+CHXg79k2y0v9ov8Aah0ey1r4nsFudI0dtk1l4VOcjbjKy3qn70uSsZJEWSvmt+jg4AUdqAAo4+p9z60V8bicVXxlb2lV3YBRRRXOAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFee/E39rP9mX4LeKR4J+Lnx78I+GtWazju103W9fgtpzA7MqSbHYHaSjgH1U+hr0KvyP8A+DhL4w/Fr4N/EDUdc+EHxQ8Q+FL66t/B0FzfeG9YnsZpotniZvLZ4WVim5VbaTjKg11YPD/WsRGkuoH6Hf8ADwn9hf8A6O4+Hv8A4Vlp/wDHKP8Ah4T+wv8A9HcfD3/wrLT/AOOV/NyP28/24cc/tj/FP/w4Gpf/AB6j/hvP9uH/AKPG+Kf/AIcDUv8A49Xv/wCq9b/n4vxA/pG/4eE/sL/9HcfD3/wrLT/45R/w8J/YX/6O4+Hv/hWWn/xyv5uf+G8/24f+jxvin/4cDUv/AI9R/wAN5/tw/wDR4/xT/wDDgal/8ep/6r1v+fi/ED+kdf8AgoT+wqXAf9rn4egZ5x4rtP8A45XrGj6zpHiLSLXxB4f1SC+sL63S4sby1kDxzwuoZJFYcFWUggjgg1/Nl+xh+19+1b8R/wBoS28EfET9pfx9r+i3vhHxQ19o+t+ML27tbny/D+oOgkillZHAdVYZHBUEYIBr+hz9l1BH+zP8O41/h8C6QOf+vKKvGzLL5ZfUUG73VwO6ooorzgCiiigDmfi/8G/hh8ffhxq3wj+MXguy8QeHNbt/J1LS75CUlHBDAqQyOpAZZEKujKrIysAR/Pv/AMFYf+CPPxM/4J8+J5fiP4Ba88SfCjUrzZp+vSLmbRpXI2Wt9sGEySQk4AR/kXCyOEP9F1Z3i/wh4W8f+F9Q8EeOfDtjrGjapavbalpepWqT29zE6lWR43BVgVJGCMYJ9iPSy/NMRl9VNaxe6/VeYH8h5G5SvrxW5rfxN+JHiXwTo/w18RePNWvvD/h2S4fQdEvNQkltdOa4ffOYI2JWHzGAZ9gAZuTk819mf8FiP+CP/iX9gnxdL8YPg9bXWqfCTWL4Jaztuln8PXDkhbS5bkmJjxDMTk5ET/OqvN8MA5AI7jNfoWHxGHxlKNWFmvy/yYHafs4fF8fs+/tB+BfjrJoP9qL4L8aaVr76aLnyWuxZXcdwYRJhtm8R7d204znBxg/pH+0j/wAFkfgr/wAFYPj5b/sh/Fj9n280/wCEPiSSPTPBviG10wXnizQdckOy31RIYnZJI2Y+TJYw7pHjkJSR5AsR/LPQNFvvEmvWPh3Szai51C8jtrc3t/Faw+ZI4VfMmmZY4UyRmR2VFGWYgAmv2w+CP7O/7HP/AAbrfs+Q/tS/tWXml+Ov2gPEFjInhfQdPkV2t3ZMPbWO4Hyox8q3GoMvCsERcyCKfzc2+qxlGTi5VXdQS+WvbQDpf2Ff2Sfhb/wbz/Avxp+1Z+3P+0P9o1XxQjaTa+C/Cd09zZ6ikMrvarbQzCNr29cb2EkgjSGOSTcUUyOfy9/4Kw+E/wBiKx/aGsfit+wb8StL1Pwf8QdFj1+68K6bBIreFruYkvaHKBFRj86whi8PzqURFi3efftrftu/H39vj40Xnxp+PXik3VxJuj0nR7VTHY6RbZ+W3toizeWvdjks7fM7M3NeRAYq8Hl1anW+s1pt1JbpWt6fLuAV9Kf8Eq/+CiPjX/gm3+1RpvxbsJ7278H6oyWXxA8OWYjZtS0/d9+NZCq/aISTJEd8eWyjOI5JAfmukZQ4wa9OtRp4im6dRXT0A/su+F/xL8G/GL4f6P8AFL4ea7b6poPiDT4dQ0XUbZiUurWVFkjkGQCMqw+UgEHggHit+vwu/wCDZP8A4KcN4D8Xn/gnj8aPEDf2LrlxPe/DW/vLhitnftmSfTBkHCT/ADzR8qPOEi/O9woH7oI29QwHUZ5FfmePwdTA4p0pfJ90AtFFFcYBRRRQAUUUUAFI7hF3EUua+T/+Cy37fll/wT6/Yu1r4iaNqCx+MvELf2L4Dj8tJGj1CVGP2sxuGDJborTEMpRmSOM/60VpRo1MRWjSgrtuyA/KH/g5S/4KUP8AtEfH/wD4Yx+FOveZ4L+GupMfEU1uPk1HxAFZJAHBIZLVGaHjBEr3AIICGvzAJwuakubq8v7mS/1G6e4uJpGeeeRizSOTksSeSSe55rS8B+BfFnxS8caP8M/AOhS6prviDVLfTtH0yDbvurmeRY4ohuIUFnZVyxA55IFfpuEw9PA4VU09EtX+bA+1f+CEP7C3g79oz9oyb9pb9o2403TfhD8Jrq1vNZ1DX7yO1sdQ1iSQCwsXkmZYyvm7JHUsQcRROuLlCe4/4Ljf8Env2yfh1+0R44/bG0zwTp/ir4f+J9Xm1J9U8EaKLc6FAVykd7aRjKbY0Ae7XekrhpJWjeUrX2V4x/4Jqfsm/Ev9jjwP/wAEkvhf/wAFK/BfhHxZ4d1pr/x9oOk3mn3974k8QCMef9otBdQ3BELLKI4GJKIkAcEwIR8n/Br/AIKM/twf8ENf2q7j9hr9pDxND4/+HWh6lbQXFneXUkr2elzQxtHdabcN+8hCxskn2Zw0QZZIlCMTMvgRxmIr4ydejJXSfuSurwWt0+99QPzDVlZVdDlWXKn1FFfvl/wUS/4Il/8ABPn9s3x94ytv2Ufir4U+Gfxo8KwJqHirw3azImnTRzQCeOW6sxhrRHWSNjdQLsyzl45XJK/gpqdjHpepXGmxajb3i28zRreWbMYpwDgOm9VbaeoyoODyAeK9vA5hRx8bwTTW6fnt6oCChY5ZnWGCJpHZsKka5LH0ApGdFUs54xk1+sf/AAb4f8Eo/wDhMNUsf2/P2hvDatpen3Zk+GWiXSKy3N3GwH9rSK3O2J1KwDGTIrSkAJEz6Y7GUcDh3VqfJd32A+gv+CHf/BIG1/ZP8KWf7U/7R3hiOT4oa1ZltE0u8Uk+FLOReVKH5TeSqfnbAMSHygQWmL/o4OBijjsKK/NsViq2LrOpUerAKKKK5wCiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAK/Gn/g5dYjxjcgH/oTf/RXiiv2Wr8aP+Dl7/kcbk/8AYm/+ivFFenk//Iyp+oH5LDpRQOlFfpIBRRRQB7J/wT+OP2qdNP8A1Jviz/1HNSr+mP8AZgbd+zV8PGH/AEI+k/8ApHFX8zf7Af8AydLp/wD2Jni3/wBRzUq/pj/Ze4/Zo+HYx/zIukf+kcVfE8Tf71D0/UDuqKKK+ZAKKKKACiiigDH+IPgHwX8VfA2rfDT4j+FrHXNB1ywlstW0jUod8F3byLteNx6EHtyDyCDzX85//BWz/glt41/4Jz/F77d4dj1DWPhj4kunPhHxFMoZraTljp10QTtnRfus20TopdeVlVP6SK8//ag/Zr+Ff7XPwP174BfGTRpLvRNetfLkktmC3FnKpDR3MDkHZNG4V0YgjKgMGUsp9TKsyq5fWVtYPdfqvMD+T/BPT/Cvsr9nj/gkH/wU7/4KJeANP+PGnac134dg8MfZvCviDxz4vGb21slMMGnWsbPJMoGwxxh1jgU9XUAmvDf22f2Ovih+wp+0JrHwD+KYW4ksttxo+tQW7RwavYyMwhuowcgBtjKyhm2SJImTsyc/wV+2N+1Z8Nfhb/wpL4dftI+OfD3hE3dxcyeH/D/ii5srWV54wkwdYWHmI4Cko2VzuOMu2fvakq1ajGphpLXZvVW628wOB1zQdb8K63eeGPE2jXenalpt3Ja6hp9/bPDPazxsUkikjcBkdWBVlYAggggEVVpXllndpp5WkkdtzyMclmPUn3pK61sAUUZ7UEhepoAtaF4g1vwpr1n4n8Natc2Gpabdx3en31nMY5ra4jYPHLG45R1cKwZcMpAIIIBH9UH/AASK/wCCgWmf8FE/2OtD+LV+0EPi7ScaP460+3xsi1KJF3TKAABHOpWZVGQnmNHkmNjX8qvB5r7N/wCCFP8AwUDP7BX7bGnjxfrEkHgH4hNDonjKNpcRWzFz9l1BgWVf9HkdtzclYJrjaGYgHw88y+WMwrlFe/HVenVAf0/0U2OWOVd8Uisp6MpzmnV+fgFFFFABRRRQA2TO3Occdq/mc/4OBv277n9sr9ufUvCXhjW45/Bfww8/w94eW1bKz3IkU39ySCVbfOixqykq0drC2AWNftv/AMFo/wBtZv2Fv2BfF3xL0DW5LHxXr0P/AAj3gmSEsJE1K6Vh56sqkI0ECT3AZsKWgVSQXXP83f7BX7KGpftuftaeCf2XtJ1P+zYvEWoMuo30LBWs7GCGS4uZIywYGRYIZdgYMC+wHINfUcO4WFPnxtTaN7PtZXb+4DyMOoUnDfKMt8p4Ffbf/BOSyb9iz9mrx7/wVj8SaEkmsaLcf8IZ8DYL2FzHL4mvYG8+/bqpS0szK4V1ZZiZEDRsgJ+j/A//AAVD+Hf7OP7Q1p+xZ/wS/wD+CU3hHwt4+i8TN4Q03xP8RnM+szXBuBbv9s8kCdQHBL77woiqSdqjbX0F+1J/wW3/AOCdHif9ovxR+wX+3D8ArXxl4H8P3UOl33xAtdON5ax6mEVL11s3H2m0ihmMiLLbyyy/KPLDqQ59PF4zF1oqlGi+Vq71Tly+i2v6gfin8CfEPh/xJ+0x4Y8U/Gn4y3/hHT7rxfb6h4m8dC3uL28syLgTy3oWHdLJMZF3hhltzbjg5I/VD/got8X/APggz47+OV1+3z4v+N/jH4x+OLqzsp9J+FOi3Bg0e6aCFYYYpmNlG9tDuj8yRXuN5LSfu5A3lnD+P3/Bu58Bf2m/A1x+0X/wSH/ae0XxPoVxvlj8I61rC3EKSbBJ9kgvV+eCUDy1WC8XeGkzLMowV/Mj9on9mL9ob9lDx1J8NP2kPhNrXhTWFVhHBq1sRFdRqxUvbzDMdxEDkb4mZM5Gc5q/9gzKrGcaji0rcuiduz6gRfGj9of4vfHX44+Jv2hvHfjC5bxP4uvLq41a8sbiSMBJ0aJ7ZMtlYBA32cRZK+SBHyvFcQihV2gY/GlrR8G+EfE/xD8ZaT8O/A+hXGqa5r+pQadoml2m3zLy7mkCRwruYfMzHA9+uBkj3FGFKOmiS/BAfSv/AASM/wCCeGu/8FC/2m7bQNYgurfwD4WEeo+ONUhmaEtDvPl2UUi8iedlZQVIMcaTSZJjVG/pO8O+HtC8I+HrHwp4X0Wz03TdLs4rTTtP0+3WGC1gjQJHFGigBEVQFCgYAGK8R/4JufsP+Dv2Av2WdF+CWhpaTa5L/wATDxlq1pGwXUNUkUeZIpYAmJVCxRHC/uo0yocuW96r85zfMJZhim18C2/V/MAooorywCiiigAooooAzfGfjHwx8PPB+q+P/G2sw6bo2h6bPqGrahcEiO1tYYzJLK2P4VRWY+wrxcf8FQP2AjyP2ovDf/fUv/xFbn/BQV3j/YI+OEsblWX4P+JirKeR/wASq5r8Af2vv25f22vBv7VvxK8IeDv2w/ilpOk6X461W00zS9N+IWpQW9nbx3ciRwxRpOFjRVAVVUAAAAAAV6eWZf8A2lUlBStZXA/eL/h5/wDsB/8AR0Xhv/vuX/4ij/h5/wDsB/8AR0Xhv/vuX/4iv51/+HhP7fv/AEfF8YP/AA5mq/8AyRR/w8J/b9/6Pi+MH/hzNV/+SK9n/Vep/wA/EB/RR/w8/wD2A/8Ao6Lw3/33L/8AEUf8PP8A9gP/AKOi8N/99y//ABFfzr/8PCf2/f8Ao+L4wf8AhzNV/wDkij/h4V+37/0fF8YP/Dmar/8AJFH+q9T/AJ+ID+ij/h5/+wH/ANHReG/++5f/AIij/h5/+wH/ANHReG/++5f/AIiv52P+HhX7f3/R8fxg/wDDmar/APJFJ/w8K/b9/wCj4vjB/wCHM1X/AOSKP9V6n/PxAf0Uf8PP/wBgP/o6Lw3/AN9y/wDxFH/Dz/8AYD/6Oi8N/wDfcv8A8RX86/8Aw8J/b9/6Pi+MH/hzNV/+SKP+HhP7fv8A0fF8YP8Aw5mq/wDyRR/qvU/5+ID+ij/h5/8AsB/9HReG/wDvuX/4ij/h5/8AsB/9HReG/wDvuX/4iv51/wDh4T+37/0fF8YP/Dmar/8AJFH/AA8J/b9/6Pi+MH/hzNV/+SKP9V6n/PxAf0U/8PPv2BP+jofDf/fUv/xFH/Dz79gT/o6Hw3/31L/8RX863/Dwn9v3/o+L4wf+HM1X/wCSKP8Ah4T+37/0fF8YP/Dmar/8kUf6r1P+fiA/op/4effsCf8AR0Phv/vqX/4ivyy/4L6/Hn4Q/tE3F943+C3jq08RaRDfeEbJ9QsVfyxcRweJnePLKMkLIhOOzV8R/wDDwn9v3/o+L4wf+HM1X/5Irlfij+0j+0Z8cNMttF+NPx98a+L7OzuPPs7TxR4qvNQigkwRvRZ5HCtgkZABwT611YLh+eFxUarmnZgcWKKACOtFfTAFFFFAHsX7Amf+GpLHB/5kvxcf/Lb1Kv32/Z9/4KR/sN+GfgJ4H8N+IP2kNBs7/T/CGmW19a3HnK8MyWsauhGzqGBFfzd+CfHPjf4aeK7Px58N/GWq+Htc02Rn0/WtD1CW0u7VipQmOaJldCVZlJUjIJHQ16W3/BQv9v8AY5b9uT4wN7t8TNV/+SK8LNMnnmNZSUkkkB/RR/w8+/YE/wCjofDf/fUv/wARR/w8+/YE/wCjofDf/fUv/wARX863/Dwn9v3/AKPi+MH/AIczVf8A5Io/4eE/t+/9HxfGD/w5mq//ACRXmf6r1P8An4gP6Kf+Hn37An/R0Phv/vqX/wCIqSy/4KZ/sGajfw6ZZ/tO+G5Li4kWOGPzJQXYkAAZT1Nfzpf8PCf2/f8Ao+L4wf8AhzNV/wDkivWv2Hv2wf2ufix+0ro/gb4qftS/EbxNol5pOtG70fxB44v721n2aReSJvimmZG2uiOMg4ZVI5ANY4jhyph6EqnOnZXsB/SRkHoaKisRiziAH/LMVLXzIBRRRQB8lf8ABYH/AIJ26d/wUC/Zxk0zw1pZ/wCFheE4bjUPA+o+bHGs0xVfNsJWcj5LhVVQeAjxxuxwm1v5vNc0LWvCusXXhzxNpFzYahY3DQXtjeQmOWCVTteN1IBVlYFSDyCDX9fBGRg1+J//AAcef8E7NP8Ahz42t/26fg/oCw6V4multfiHY2dsAttqRAWLUTt6LcAeXIxCjz1Vjue4JH1HD+Zezl9Vm9H8Pr2+f5gflfQTgZoHAxSMCRgV9oB6T8PP2Yf2hvFvwP8AEX7XHg34R3Gr+AfAeq2lt4k1qRoTbxXEskaxwNG8qPKCZIw+wMEWVTIVVwT+vn7UHwqX/goh/wAE5viN8WfHX/BNjRf2fPDvwt+HC638JPEmotBa6vNJZwSz3ViljHBC1tYugmjQSEI3nRTIjsWEXH/8Ej/+Cz3/AATv/YC/4J0eD/hP8SLfWm8bT+MdQPijSdB8OtNNKZbvcmqu52pJFHatbQ/KzTboNqxkLkeBf8Fov+Clv/BRa4/a91T4Oaz8Tn8MeEfDusWeteALPwH5lvaaxYeaLzStUNwju967RmB+JGhSeE+WiOhr5mtLHYzMFBQ5OVtxk21dJq9ls799rAfnr4i8MeJPButTeGvF/h2+0nUbcIbjT9Ss3t54g6K6bo3AZdyMrDIGQwI4Iql9Dj6V+kn/AAWv+FepftMfs4fBX/gsJoHw+m0ab4keGbTSPidZto8lp5erRI6296sbsz+TMsM8aSvwYYLTDEyqD+bWdo5Ne5g8VHGUedKzTs1e9mtwP6X/APg30/bzl/bP/YcsfC3jbX/tfjr4Zyx6D4i86bfPdWgT/QL185b95ChjLMSXltpjX3dX8vv/AAQg/bdb9iv/AIKAeHbnxJq32fwf48ZPDPirzJFWGIXEg+zXbbmVV8q5ERaQ52QvcYBLDP8AUBDKJoxIMe+Ox718HnWB+p458vwy1Xz3AdRRRXkgFBOBRXF/tF/Gnw3+zl8B/F/x78Xgtpvg/wAO3mr3UKyBWnWCFpBEpPAZyoRf9pgKOWUtI7sD8Gf+Dn79sGf41ftn2H7M/hrVGbw/8LdNMV9HH/q5tYu1SW4bcGIcJD9ljwQDG6zD+I18Bfs4ftA/E39lP44eG/2hfg5qy2fiPwvqAutPkmjLxyfKUkhkUMu+OSNnjddy7lcjKnkY3xS+JPi/40fFLxJ8ZPiFqCXniDxXrl1q2tXUcKxJLdXEzzSsqL8qAu7EKvABwOBWLb211f3UdhYQSzTzSLHDDDCZHdycBVUcsScDA5PQV+o4XCwweCVB7W187rX9QP6Gv2Sf+CsH7B3x8+FWpf8ABSL9pH9lzwr8M9S8M+JrHwy/xCu9Hg1S+u9XuIGD21lcRW321zHayh3ULkRSsvzKJMfM37R//Bs14P8AjN4Sh/aC/wCCZ/7Udl4l0fxBD9u03SvGV8JkvkKyEmDUoEO5tyrGsc0QIO7zJgVavHv2xPgRrvin4qfs2f8ABB74O6oyXXhC2tbr4mXVmnnQP4l1Rftd/cujBUuY7K0eSSOQFv3cskJYMCB4h+2z+3F8bPh7/wAFDPFXiD9mjxz4g+Hdj8NJYfAfgnTtH1SSFrTRNGb7LBbyqD+8SR4nneGUMN8zq2cYr57DYStGtzYSfLzJys9Vyp+7566+gHD614S/4KHf8EnfjLb+ItV0vxv8I/Eqs0NpqcchSz1NYikjxrMha11CJTJCzx7pY+Yw684PoP7c3/BZv9qT/goF+zX4T/Z2+OumaGh8O60dS1TXtJs2t5tblSDyoWljDFI2XfOz+WFRy8eETZhvpb9nT/g5j8Va/wCB/wDhTH/BSb9m7Qfip4YurdbfVdU0zS7ZLi5wjMDcWMw+yXJdwgwv2dQquwDEba/L/wAYeJB4w8V6n4sGg2Glf2pqE13/AGXpUIjtbPzJC/kwoPuxpnaq9lAFevhqVStW5sVRSlHaS6/12YGaSFGTX6x/8G0/7Bn/AAlXijVf28fiR4emOn6K0ukfD1pg6Rz3rLtu71CGHmCKNvIU4ZC803R4Rt/MT4I/CDxp+0B8YfDXwS+HlkZ9a8Vazb6bp6lGKI8rhTI+ASI0XLu2PlRWY4AJr+p/9mn4A+A/2WvgP4V/Z++Gto0ej+FNJjsbaaZUE1yy8yXEpQAGWWQvK5GAXdsADiuLiLGSoYX2MPil+QHc0UUV8KAUUUUAFFFFABRRRQB5B/wUI/5ME+OX/ZHvE3/pqua/mw/bh/5PO+LH/ZRtZ/8AS2Wv6fP2ifhVL8d/2fvHXwOh1xdLbxp4O1PQhqbW/nCz+12slv53l7l8zZ5m7buXdjGRnNfDPjH/AIN/fA/xG8Xap4/8d678L7/Wtb1Ca+1a+/4QTxRH9ouJXLySFI/FiopZiWKoqqCcAAYFexkuPo5fWlOonqugH4L0V+63/EOV8HP+fj4X/wDhF+K//muo/wCIcr4Of8/Hwv8A/CL8V/8AzXV9F/rNl/aX3f8ABA/Cmiv3W/4hyvg5/wA/Hwv/APCL8V//ADXUf8Q5Xwc/5+Phf/4Rfiv/AOa6j/WbL+0vu/4IH4U0V+63/EOV8HP+fj4X/wDhF+K//muo/wCIcr4Of8/Hwv8A/CL8V/8AzXUf6zZf2l93/BA/Cmiv3W/4hyvg5/z8fC//AMIvxX/811H/ABDlfBz/AJ+Phf8A+EX4r/8Amuo/1my/tL7v+CB+FNFfut/xDlfBz/n4+F//AIRfiv8A+a6j/iHK+Dn/AD8fC/8A8IvxX/8ANdR/rNl/aX3f8ED8KaK/db/iHK+Dn/Px8L//AAi/Ff8A811H/EOV8HP+fj4X/wDhF+K//muo/wBZsv7S+7/ggfhTRX7rf8Q5Xwc/5+Phf/4Rfiv/AOa6vhP/AIK4/sGfDT9iWBvBfhzw34aGqWl5oc8eueG7XV7Rbi2votY3wywahql+Mq2nRsHRkzvIIrfDZ9g8VWjSgnd91/wQPhWigUV7YBRRRQAUV6V+yF4P8HeO/wBoCw0D4geGoda0iHw7r+pXGk3FzPDHcvZaNe3kSM8DxyhTLBHnY6krkZGcj9bvhV/wQC+DnxM+GHhz4jmz+F9j/wAJBodpqP2P/hEfFcnkefCsvl7/APhLBu27sbsDOM4HSvMx2bYbL5qNRN310A/Eeiv3W/4hyvg5/wA/Hwv/APCL8V//ADXUf8Q5Xwc/5+Phf/4Rfiv/AOa6uD/WbL+0vu/4IH4U17j/AME4nK/tgeHAB10jXv8A0y31frL/AMQ5Xwc/5+Phf/4Rfiv/AOa6tr4ef8EB/Bfwx8X2vjfwN4v+Hmj6lapNEmoad4E8RPOkU8TwTBPtXiiaEMYpJFBeKQAnOMgEYYriLA1sPKCUtVbVf8ED9C7L/jzj/wBwVLTYITbxLBuLbOFZupHqcd6dXxgBRRRQAVy3xu+D3gT9oH4ReIvgr8TtG+3aD4m0uXT9St1bawSQY8xGwdsiHDo2MqyKRyM11NGTRzSjJSjuncD+UH9rD9nDx9+yL+0T4q/Z3+JETNqPhrUmg+2rCUjvoGAkguo8k4SWF45QpO5Q4DYbIHnjNhciv2r/AODmf9iWHxf8KtD/AG5/B1oq6l4Rki0bxmWm2o+lTy4tp8M2C8V1L5eFG5xeAsdsIA/FQqrrtZQV9GHWv07LcYsbhI1Ouz9VuB9u/sCf8EE/2zv249D0z4oalDY/D7wBqtvHdaf4o8Q/vJ9Qt2YAPaWaMHkzkFTK0Mbg5WQ199fEz41/8EcP+CWOk+GfDnxa8ZzftF/GL4Z6FFoHhqO4t7PULzQreF98VnvREtbFIZ97L5zTXtuJmVC6BFH5I6b+3X+3BrXwD0P9ivwr8c/FC+B7eaa30/wlobeS12bmZ3aCV4VE1yjyTPiGRnTLgBRX0d+x/wD8G5v/AAUE/agitNe+JGgW/wAIfDdwytJqHjOEjUzEQwJj05f3okUgfu7nyAcHB7Hy8dTlKpzY2uowW0Y6O3rv62A+rP2f/wDgq9/w/C8a/Ef/AIJzftGfDPwz4M0L4l+CZ4vhnJYtcXVzp2sWo+1QmdztW5KlPtGQsC4sQmxvMYr8z/8ABFn9iLwbpnx4+JX7VP7b3hGHT/hz+zpZ3y+KrbXtNS5t5Ndj8yL7GYnR0nkgCyP5Qy4m+yjaTIBX1N4O8Bf8EFv+CJniu28Y+OfilqHxb+Mnh24V7aHS7gahd6ddgFHEdrBIlnZuPvCO6ladR9xifvcD/wAHCP7UGkz/ALOHwv8ADX7LngW18N/DP9oRZviP4m1axCQy+ItT8q1BguI4m4ki3wSThwQ03kn70L7uOjK9R4fCxcadSyu9Nr3tfXWP4gflr8b/AB14c+J3xq8XfErwd4JtfDOj694nvtQ0nw3p8aRwaTazXDyRWkYRVULEjLGMALhRgAYA/p+/4I3ftlz/ALb37Avgn4o+INa+3+KNLtW0LxpO7oZG1S0AR5JAoAV5ojDclQMKLkAE4yf5WGBIwK/WH/g1O/a3fwD+0Z4w/ZA8T6/IuneOtJ/tbw3YzXblE1SyH75YYvuh5rVnd267dPTJwBjuz7BxqZfzRX8O1vTZgfvZRQDuGRRXwYBX5e/8HT37TN18Lf2KNB/Z30W+SK8+KXiZBeRtCW8zTdOMdzNhsjaftLWHTqpcHIJB/UJiFXc3Sv5u/wDg5k/aFufjH/wUw1D4cWd0zaX8NfDNjokMa3DNG11Kn22eUJnar5uY4WIwT9mUH7or1sjw/t8yhfaOv3bfiB+eyDaoUnPHXaBn8q+wv+CIHwO0T4n/ALcNl8W/HunXE3hP4L6FefEHxEtrA8k0o05Q9vHEiAmWX7U1u4h48xY5AMnivj49MZxX6gf8E7v2jda/4JD/APBKO/8A25tG+H2m6x44+N3xQh0PwxY6xdEwSaJpqT+dclImSUYnF9CcN8rvbyFSo2n7bNKlSODcKavKfur5/wDAA+Kfg5+3l8d/gx+3XB/wUAtzZ3njj/hLr3W9Xt76FhBdveGVLu3KhsojxzSxLgnYCu3lRj9HvFv/AAXB/wCCK/7Q723xJ/al/wCCXt9eeNrja2pT2fhvR9Q8yQAYD3rzW0twoXH+tjAHIxkGr3xb/ac/Zq/4Lm/sLfGLxBp37Ct1oHxq8B6JpmqaBqHh/Tf7a1C9knu5Ibe2gu7WCO4mEjiaN7aRAEEnmJuMe6P5v/ZR/wCDb79uL42RW/jP9oi40v4NeDxai8vdQ8UTRy6iLYoW3rZJIPKKhTvW5kgZByQcEV5tSpl9eN8TelOHu6Sd7bq3LugOP/4KEf8ABWb4c/tO/BqT9lv9lz9ifwL8HfAM/iCHVtT/ALE021F9qdxAJBCz/Z4IYoRtcFgFkfcuBLt3BvingcVufFLwhofw/wDih4k8CeGfGdt4k03RdevLHTfEVkhWDVLeKd0juoh2jlRVkXk/Kw5PU4kcck8ywQozSOcIigksc+g5r2sNRo4eio09t+ut+uuuwH6s/wDBsV+yG3iX4m+Lv2z/ABfonmWfhmE+HfCUkwRlGozRh7yZB99HjtnjiycKy3rAZKnH7TV4j/wTi/Zeh/Y5/Ys8A/AOaGNdU0vREn8SSRsrCTVLj9/d4cAb1WWRo1Y8lI0zzXt1fneaYr65jZT6bL0QBRRRXngFFFFABRRRQAUUUUAFFFNllSEbpD/3yM46cnHQc9enX0NPXoK6HUV4Z8X/APgpj+wN8C/3fxF/at8IpMt01vNZ6HqB1e5gkHUSQWAmkjA9WUDPGa4aP/gtx/wS6nj8yD9q2E8ZAbwTrikjPvZV308rzStHmhQm13UZNfkHMj6sopsUqTRrLGcqy5U+op1cGowooopXAKKKCMii4M8psP26f2NtTtEv9P8A2mvBtxBKu6GaDXInR19QwOCPcZBqb/htr9kH/o4/wl/4OI/8a/OT4M/E74i+Gf2ePhnpOgfEDWrG1X4f6YY7W01OWONcxdlVgBW+fjd8Xz1+LHiL/wAHU/8A8XXxNbjKOHrSpyp6p23Pg8RxtHD15UnSvZ23PvwfttfshHgftHeE/wDwcR/410nw0+O/wY+M1xqFr8J/ido3iKTSVtzqSaTfJM1t53mGIuFOVDCGXBPXYcZwcfm+Pjd8X8/8lX8Rf+Dmf/4uvpL/AIJ3apqeu/tE/FbUNbvprq4bwL4IaS5uJC8kjY1gZZjyxx3OTXflHEkc2xfsIwtpc9HJeJo5xivYqny6XPrqvxf/AODl4Z+JFwAP+Xfwaf8AyH4pr9oK/GH/AIOWT/xcu8/68/Bv/oHiivu8n/5GVP1Pqz8nR0ooHSiv0gAooooA9a/YdO39oyM/9SH4w/8AUa1Ov6av2WP+TY/h1/2Iuk/+kcVfzJ/sQf8AJxKf9iD4x/8AUZ1Ov6bP2Wsj9mX4d5/6EbSf/SOKvieJv96h6fqB3lFFFfM3AKKKKACiiigAooooAKKKKAMD4qfDXwr8ZPhrr/wm8c2ZuNG8S6NdaXqsKttZ7eeJopArDlW2scMOh5r+VL9pH4F+Lv2Y/j34t+AHjbD6h4U124097lVYLdxo58u5TcA3lyoVlQkAlJFOB0H9ZlfiX/wc8fsrW3g341eEf2vPDOitHa+MrFtF8TSRL8qajagNbSsxblprZjGFxgLYcdePouG8V7HEuh0l+YHwj+wt+2L49/YN/aX0P9pf4d6Tb6lfaNDdwS6TfTOlvfRT27wmOXZyVBZZB/txoe1ekftkf8Fl/wDgoF+289zoXxH+Mtxofhm7LL/whfgpW07T2VkCtHLsYzXSHG7ZcSSqGJKhc18s0ycr5beYG27Tu2tg49j2NfZTweFrVlVnBOWyYHR/DL4PfFv42eIG8GfBj4V+IPF2seWzf2T4b0W4vrjaByTHAjttA6nHAr9QNY/4Js/tjaT/AMEF/HPw5/ab+DWqaLq3wp8aHx74BhuNYsp5v7IktwuowYilka3SNXubto32lmCjbuGBu/EP/gp9D/wR5/YY/Z/+Bf7EvwM8OPrXxF+Eum+NPEnjLXrKWaGa9u023GBC6NPcrMGB3uVhj8mMKVUKvMf8Emf+Cm/7eX7bn/BQ7SfBn7TvjLxF4++H/i7w5rHh/wAVaDZ+H86Tp9rcQFkkmtrOEQofNiih+0TjKxTyZk2s2fExWIxuIw/t4RShB3Tb958vbtcaPyp3D1r0b9kP9oPVP2Uv2nvAn7RWky3St4Q8TWuoXUdnJsee1VwLmDPTEsBliIPBEhBxWf8AtNfAzxB+zL+0Z44/Z98TmV7rwf4qvtK8+a3aP7RHFOyxzqGAOySMLIpxyrgjg1xJcp8y9fX0r30o4igr7SX4MR/Z/wCHde0bxPoln4g8PatbX1jfWsdxaXlnMHinidQySIwJBVgQQQSCDV2vi/8A4IBftCwftCf8Evfh5NLqsN1qXgu1fwlqyQ4xbNYHy7aIjswsjZseMfPnnJJ+0K/LK9GWHrSpP7La+5gU/EGsad4e0K91/WLxLezsbWS4uriRsLFGilmY+wAJr+Ov4/fF/Uf2gvjx40+O+rQQw3XjTxVqGuXFvbyM8cD3Vw85iQsSdqF9oGTgKB2r+nz/AILS/G24+Af/AAS++M3jW2s2mkvvCEmgw+XceW8cmqSx6aJFPrH9rMnH/POv5VYo1iXapP8AwJiT+tfV8K0VyVKz9F+oD4bae+uY7K1t5JpJpAkcUKFmdicAAAEkk9ABk19//wDBeS+tfgx4j+BP/BP3QNW0m9s/gf8AB/T01yGxWUJ/bl6Qb0yAkHEscFtOAcnbcsep48U/4I6/BJf2gP8Agp38GfAlx/x7Wvi1dbulaNmR49Nik1Ao4Bxh/s3l88ZkA71+jPxb/wCCzX/BFb9qz4weIPBf7aX7ET3DQeI7jRtP+Jlho1tfPc6dFK8UN695AYb+CNkAfyollZQ2AGIBPpY/EThjqfLBz5E27bq+if5geR+Nf+DoTxp4J8EW/wANv2If2H/AXww0u186KFbqY3kKRn/VvDa2sVpHBIDkkMZVJ7Gvhf8Aaj/4KK/trftnK1r+0f8AtC69r2nsVb/hH45ls9KVlZzGwsrdUgLKrlRIyFyOrc4r9Jpf+CSv/BCH9ubbcfsL/t9f8If4g1aeKHSfDd7rqXQGCVKJpupCDUJGPYmbjsCDivhz/gqR/wAEn/iX/wAEuvE3hjT/ABv8XvDfizTfGSXz6BdaPDcQ3QW1Nv5huIJFKRbvtKbdssmdrE4xzjltTKfbckIWm/5k+b72B8oYbduY57mvqj/gjF+zJ/w1J/wUT+H/AIb1O1eTRfC2of8ACVeINqI6CCwImiWRX4aN7r7NC3fbKcA18snPav2O/wCDWL4CLD4X+KP7UWq6dAWvL618LaLM2RNEsSC6vARnaY5DLYlTjOYW5ruzXEfVcvnJb2svVgfrkzMzbmJJPUmignNFfmqv1AKKKKACiiigAooooAKCcDNFfMP/AAVP/wCChOifsB/AH/hItIS3vPHHiRprLwVpN1GWj81V/e3kwHJghDKSvO+R4kOFZnTowuFrY7FRw9FXlJ2X9eRMpWI/+Chv/BVf4E/8E/tLj0HWbVvFHjq+h83TfBun3ixvHGc4nu5dri2iOPlyrPISNqFd7p+O/wAbP20v+ChH/BTbx/D4EOp69ri3f7yy+HvgWznjsYhGd/mG3jZmlCH5vNnaRo+fnC9Kn7HX7HP7RX/BU/8AaN1aS58SX0kM14dQ8d+OtYVriLTo5S2OCwMs0jA+XAGG47iSkaPIn7e/B/4EfsYf8EuvgXc3Wk3Gl+D9At1jPiLxd4ivE+16tNg7XuLgqGmkZjIY4UAUNJIsUYztr9Imsn4P5aMIKvi3bz5W9vTyW7Mj8y/gP/wbbftReNNMh1b47/Fbw38P4bhd0ml2cB1q/t5ePllSJ47frjJS4f8ASvRNd/4NhNStdIuJvB37aNvNqCIzW1tqXgBreGVsdGlS/kaPPqEc+xrvPjt/wcrfALwXr0uj/AP4Da/44t7e4eN9X1TUk0e3uFDHEsCmOaZkYbSBKkL9cgYpf2DP+C7HxV/bE/a48L/s9a3+z1oOj6d4mkvFN1Y6rNNc2iwWc9zuyw2ycQ4IwvGcYqamL8QK2HlipLkgk217qVlq9Hd/eOPLsz9KY4/JjWEFTsULlc4OKdQRjowPuO9FfmO+pslYKKKKACjtRRk9KUvhJnrFn45/DQsfgT8Nv+yfaX/6KrUyfSsL4eTEfAz4bBcEf8K90v8A9FmtDz39BX4bmX+/1PVn4Dmcn/aFX1ZcJbFfW/8AwTVJPx7+KhJ/5kPwR/LV6+PRO+egr6+/4JoOT8c/ihIereBfAyn/AL96ua9/gz/kbf8AbrPpeB5f8K0r/wAv6n2NX4v/APBy0c/Eq+GP+XPwX/6D4pr9oK/F/wD4OWf+SmX3/Xl4L/8AQfFNfs+T/wDIyp+p+tn5PjpRQOlFfpIBRRRQB6r+xUSv7QBZT/zT7xl/6jOp1/TZ+yizN+y78N2Y5P8Awgekcn/ryir+ZL9i7/kvj/8AZPfGf/qManX9N37KnH7L/wAN/wDsQ9H/APSKKvieJ/8Aeoen6gd9RRRXzIBRRRQAUUUUAFFFFABRRRQAV8vf8Fk/2cLb9pr/AIJ2/ETwrFYwyar4e0s+JdBme3MkkdzYZndYwGX95LbieAE7gPPbCkkEfUNNlRJY2jlj3q3DLgHcPTnitaNWVGtGoujTA/kB3ZOMHqRX0d/wTA/YX8B/8FA/2gtR+DXxB/aGs/hvY6X4VuNck1a806O4+1RwTQJLAnmXEKxv5crSbyWCrE5KkA157+2f8Co/2Zf2sviF8B7K3uo7Hw34svLbR/t0m+aTT/ML2kjtxuZ7donJ77s1wXhbw3rfjTxLp/gzwzFFJqWsX0Nlp8NxfRWsck0rhEV5pnSKJSxGXkZUUcswAJH6fUvXwrcJct1e+9tL3A/dvW/2ov8Aggr+wb+zFpP7HXjv4lW/7RGjeDb6fUvDPh/UND07xZc2n2i4eSRIbpLeKxjxIXyjSiTbIQdykKPnv4v/APB0p4i8K+G1+HP7B/7HXhXwPolluh0268SMLgR2+Pl8qwsxBFbMpxgebMuFAxXN/An/AINVf2z/ABxbWGs/Hf4yeCfAdndW4kurG0aXWNStGz/q3jjEduxxzlLhh05Pb0iH/gmD/wAG8v7GcUOqftgft4r481yzT7Nqmiab4kRoRNuHz/YdGjlvoCMDIadl6k8Yx8vGnktOXvSlWl2V9/yA+cf+DhDwLaeIv2kvh/8Ats+FPD9/a6D8fPhPo3ieKa9bI+2rbRxywKcnmO2awLAcAy8V8BsCRiv16/4K5+Jv2TP20f8Agkl4U+PP7C3h/Wf+EP8AgX8Tm8IW8mqxzhrPS5rWMMU82V5PIeQ6WI/NIcAqhRCpWvyFr3cnrOWDjFppwbVn0s9PwsB+zX/BpF8fZbbVfi5+y/qmtyMk0Nj4p0PTz91GUm0vZevcNp69MDYPWv2y5r+Yn/g3v+N938Fv+CqXw9s21UWem+NI77w1rDNGG82Oe2eW3i9t17BZ8gjp6Zr+nYZ718lxDR9lmTl/Mk/0/QD8t/8Ag63+JEPhv9h/wb8M4NZWG78UfEOKWS0aQ/6RZ2lpcPJ8o64mltTk8A7ema/n7r9c/wDg7l+KNjr/AMc/gz8GLe3P2jw74X1TWriZj8rLf3UMCLj1U6bJ/wB9/l+Rb9Pxr6bh+mqeVQfdt/iB+o3/AAa3+EdB0P8AaE+LX7UHjnxNpei+HfAvw5Wy1DWNXuIoIbCS+ulkW4M0vyxhY7GdSTgEOc+h63xb/wAGtlt8TPBy/Eb9iz9vnwl4w0u+Zjo7anpv+hXCBu19Yyzq+MEZSHHXgHGPlr9lX4meH9M/4JFfHX4GfCfxbdQ/FDxt8QvD633he1sRcXmv6BFHI5S0jjlE4EUsc7zzCJkWPy4znzyU57/gl9o+naQ37Q/j3xHY6haal4F/Z11+/wDDep2N7c2V5omuPd2NtaXEckLoySK00hCnj72QRXLiI4qGJrYmnU5bNRs0ndJLv5voB1Hxq/4N4/8AgqV8HNSvpLf4FWfjWy02Mbta8GeILa6WUFekcErRXRwDj/UD2zXyn8WtH+OPgPW4fgz8ddN8VaPqHhGIW9r4U8VR3MEujxyqswRLafBt1dWWQAKoYMG5yDX0H8F/+C4P/BUf4HW0Wn+FP2v/ABBrFitys00Pi+K31pp0DZEZlvY5ZY0Iyp8t1ODwcgGvEv2pf2kviL+1/wDHvxF+0d8WUsV8ReKLqOfUl02F47dNkSQxpGrs7KiRRxooLMcIMknmvVwyzL2tsTytJXTW9+2oHA4ZuFNf0sf8EVPgh/woj/gmd8L9EubeH7d4g0d/Et9cW+cTf2jI11BnIHzLbSW6HjHy8E9a/m08OaNqfiLXrPQdGjje8vrqO3tVkXcGkdgijGR1J/Ov63fAXg3Q/hz4E0T4eeF7VLfS9B0m207TbeNQFit4IlijUAcABVA4rxOKK3LSp0r7u/3Aa1FFFfGgFFFFABRRRQAUUUUAI5IX5etfz1f8FPfjR47/AG7P+CkGt+FfAVrJqy2fiKPwT4D0+G4j2TLFdNboUkO1NtxdPJMGY8CcAnCA1/QsSw5QLu/h3khc9s4BOM9eOlfk9/wTf/4Is/tT/sp/t7eGfit8YbPwvqXhfwxa3txHrWk6sJoprl7WWCFRHKsc6sryLKG8vAMYr7HhHG4HK3icZWklUjC0E+r1f6L5XM57n2/8Dvhb8Bv+CU37DX2XXNUjtdI8H6M2reM9ajt2MmqagQommC5+d5H2RRRkqSPKiU5G4/h/+2v+258fP+Ckvx2g1PULW+ls5L77F4F8B6SrTLaiRwkUccaZNxdyHbvkxvd8KoVVjjj+7P8Ag5X/AGldQsNF8CfsmaBcmOPVFbxN4iUZXzYEke3skzkb0MqXTlCCN8MTcFBWb/wbk/sa6FrA1/8AbZ8c6XHdXFjdvofgtLiHPkSbA13eDI+/sdIEdTwGuAedpH0GSeyynKame4xc1SbfLfvdpW9dW/JWWhmY37KX/Bt14z8V6NZ+MP2ufixJ4ZW6VZm8H+GIY572GJwpCS3b5hhlHIwkdwu0qdxJIH1/+yf/AMETP2Tv2OPjzov7Q3wx8aePtT1vQUvFsofEWsWUlv8A6RaTWr5WCziY4SdyPm+8B9K5P/gpb/wWr8NfsMfFhPgD4C+Esfi/xNa2NveeIJ73WDa2unrMqyRQgRo7yyvCyyn7iqkkeN7Flj94/wCCev7dngf/AIKA/Alvi74U8MXGg32m6o2meINBurxbhrO6EaSgpKqr5sTxyIyuUQ7t6FcoSfBzPMOLsVgfrtdyVCporWSs+6Wtn5lR3PduOirgdhnOK4X4paJ408deP/CPwy8J/GDX/BUWrf2hNfap4Zs9NlunEMUZRP8AiY2l1EFy5JxGGP8AeA4ruq5yb/k4v4f/APXrrP8A6Jhr4w2KX/DFXxQ/6SI/Gf8A8E/gz/5nqbJ+xZ8VFRmi/wCCh/xkLBflD6P4M2k++PD2cV79QelAHzv8Am8XWmjeIPDHjL4i6p4quNC8XX+nQa5rdrZQ3U8MbLs8wWVvBDuAOMrEuR1yea7zHFcV8Hf+Qp48/wCyi6p/6Eldrnik9hM/GP4fsyfA74bKp/5p7pf/AKLNXvNk/vVj+Anx8EPhvl/+ae6Z3/6Zmr3mD+/+tfhGaN/2hV9Wfz9mX/Iwq/4n+Za82T+9X2D/AMEwpHm+MvxLlkOWbwP4Gyf+2WsV8ZmQY+/+tfZP/BLdv+Lv/EpSOvgPwMc/9s9X/wAa+h4Jf/Cs/wDCz6Tgj/kbP/D+p9oV+L//AAcsN/xc6+X/AKcfBf8A6D4q/wAK/aCvxb/4OVpMfFjVF25xp/gf9V8W/wCFftWT/wDIyp+p+vH5RjpRQOlFfpIBRRRQB6n+xgwT49yMx4Hw88Zk/wDhManX9N/7KhB/Ze+G5H/Qh6P/AOkUVfzB/spTm1+LepXIbb5fwv8AHDbvTHhbVDX9P37LK7P2Yvhwo/6ELR+2P+XKGvieJv8Aeoen6gd5RRRXzIBRRRQAUUUUAFFFFABRRRQAUEAjBoooA/A7/g5a+CNn8PP299P+LGj6XcR2/j/wXZ3V/dyODHLqFoz2bpGB0CW0ViSCOshIPOB+eGBnJH6V+2X/AAdQ/DKLUf2fvhV8Zzd26tonjK80Xydx8xxfWnn7sdML/Z+M/wC2PevxNz2r9GyOt7bLIPtowPWfij+1Z+2x+2PrMHgv4nfHP4gfEC41jVIl0/wvPrF1dwz3bHZGlvYofKDkthVjjHJ4Fdf8Yv8Agkv/AMFGPgR8I2+PPxa/ZX1/S/DENv515qAntriSyhA5kuIIJXmtkX+JpUQJ/FtxX1p/wSHl+Bn/AAT9/YI+In/BXf4oaDpuveN49em8HfCfRdQxtS9aBPMZTu4aQSt5hUeatraz7CRKynsv+CbX/BUH/grx+09+2l8OfCPxqb/hIvhn8Xr7UYJtL13wPb2Wi3elwiRb97K5W2VpTbBWQr5jhpNsUpZpA1Y1sZWouf1enFU6e7el2t0l5AeMf8EgtK0345/sE/tn/sl6zc6teSXnwytfGHhvR7O8YR/bdJa4uNyxk7d0lwunq5A3Osagn5VI/Pdhtl2B923gkevf9a/Tv/gg1deBfgn/AMFnPHX7O2nzwX+i63pfinwlpsyuXjvYLa4FyrDPVHhsGYEjJDc9a/OX4u/DXW/gz8XPFHwh8SxLHqXhfxHfaRqKLIH23FtcPDINwAz86HtXRhZx+vVo/wAyjJfNW/TUDR/Z0+K83wG/aI8A/HGC3lmbwb4y03WzBC2GlW1uo5ig7ZbZjnjmv7F7aXzoFl5+YZGRjGa/i1fOOFDH+6TjNf17fsG/EbU/i9+xN8JPilr2r/btS8QfDfRL/VronmS7ksIWnJ9/ML5968Ximkv3VT1QH4L/APBzx44TxX/wU7k8PRuSvhb4f6Tpm0n7u9p73H/k335r88yM19kf8HBd9Hf/APBXn4vSRPuVJdFj+hXRLBSPzBr43r3srh7PL6S/upgfsB/wb2ab8cdG/Yd+JXxA/YV8O/DbXvjM/wAT7Ww8Qaf8Qr24jSLw0tijw+Wbf95ue5e62hmWM+TLyTGqN9EfsBf8HA3wp/aN8DfE7Wv24v8AhXXgGz8DwWJt5LXVJZj4iEzXCy/Z7KZTcTBPJiO1Fd8TpuUcV+DXwy+Mfxe+CmtzeJfgz8VfEnhHUri3a3uNQ8Ma5cafPJCesbPA6sVP90nFc0UZn8wn5j/Fnnv/AIn8zXHiMkpYqtUnVl8TTTXxLvre1u2gHvH/AAUr/ae+F37X/wC1/wCJ/jd8E/hdbeD/AApeeRa6Jo0NhBbyGGGMR+fMkI2CWRt0hCk7QwQl9gavCR9KAMDFFexRpxo0o047JWA92/4Jg+ANV+Jn/BRD4L+GdIgjmeL4iaZqVxDJ0ktrKdbydff9zBJx36V/UVuDfMB156V/Of8A8G/fhS68Rf8ABU/4f6lA4C6Np2t3so3YyDpV1APr8068d8Yr+jAdOK+L4mlzY2K7R/NgFFFFfNgFFFFABRRRQAUUUUAFFFFAHnnxk/ZL/Zi/aFvo9W+OHwC8J+KNQjtRax6prGixS3iQBncRicjzAoaR2wG4LseprZ+CfwQ+F37Ovw40/wCEXwa8LLonhvSWuG07So7iWZYTNO88nzys0jZlkdvmY7Q21cKFUdVXE/tBfFmf4LfDj/hN7Twy2sTtrWmabb6et8LYSS3l9DaRlpSj7FV51Y/KchSMHNVVxVWOGcalR8i1s27LvpsgjTcqiUd20l6vY+J/+Cp//BEnxJ+2n8a2/aN+AXxG8P6F4i1SztbbxNpnig3MdrdNBCsKXSSwRTMsgijijMZj2sIw+8Ela+hf+CaP7A2l/wDBPn4AyfDBvF48Qa7rGrPqviPVo7cxQmdoo41t4FJ3eTGqYDthnZncpHuCLfH7Vvxjx/yb3pP/AIXx/wDkGmp+2P490bV9HTxd8C7OzsdT8RabpD3dn4wF1JBJe3sNnHJ5TWiB1WSdCw3D5QcZOAeb/iI2CzHB0srWNhKF0oxTV2+i7vyPVqcO5xRpupOhJKKu3bZI98rnJv8Ak4v4f/8AXrrP/omGujIIOCK5yb/k4v4f/wDXrrP/AKJhrc8o9voPSig9KAPn74O/8hTx5/2UXVP/AEJK7U9K4r4O/wDIU8ef9lF1T/0JK7U9KcRM/FHwPOn/AApX4cqW+74B01enohq558fr+hrL8EybPgz8OwR/zIenf+gtVrzx/dr8CzOcf7Qq69Wfz1mk2syq/wCJ/mWfOTHB/Svs/wD4JZMW+MHxIJ/6ELwP/wCi9Wr4mkn+RsD+GvtX/glUxb4v/Ew5/wCZF8D49v3Wq19JwPJSzZ2/lZ9LwNLmzZ/4f1PtivxZ/wCDlT/krurf9g3wL/6D4wr9pq/Fn/g5U/5K7q3/AGDfAv8A6D4wr9syb/kZU/U/YT8pR0ooHSiv0gAooooA779mhzH8RtckXqvwn8dn/wAtTVa/qG/ZXdpP2Yfhu7d/Aej/APpFFX8vP7Nf/JQ9c/7JP48/9RTVa/qE/ZT/AOTXvhv/ANiFo/8A6RRV8TxP/vUPT9QO+ooor5kAooooAKKKKACiiigAooooAKKKKAPjH/gv54F0vxl/wS78d6jeaOl3d+H9Q0fU9LZkz9nlGoQQPL+FvcTqe+1jX85vBkJ6/wBa/qO/4KbeGo/Fn/BPH416XIit5Xwz1i8jVhnMlvavcJ/49Etfy4KWJLMuCeo9K+44YlzYKce0v0A9Y+EHgb9tr9oT4S3/AMDPgR4B+I3jjwXpfiK31nUvDfhbRb3U7Ow1J4ZIIrp4oUdYJHi81d+F3gHJIUY/Y3/gjZ/w+a/Z88FeEv2XvjT+wVay/CGyM1t/bzeI7LTdb0mG4uXnaRka8DTorTSExCKOTH8ZK7X/ACp/YB/4KjftLf8ABNq38ZRfs7ad4VmfxvHYrqk3iTSZLpofsguPKMOyWMKSbl928ODgYA5z2PxF/wCC8/8AwVg+JukXmhat+1zqWl2t8pVovDGg6dpkkKk5xHcW9utwmOmRKDjqTXTmGFxuMcqUYQ5N03e9+9l19QP0F/Ys/wCDff8Aai/Yx/4KXaR+1Z4S+JvgOT4feG/F2pzaPp93q19caxPpNxFc22JlNqsX2n7PcZLCXBcZOckV+av/AAWY+G8Pwp/4Kk/GzwtDcGQXnjOTWtx9dRij1Aj6A3WPpj1rzmf9uH9r/W/Guh+OPHn7THj3xPdaDq1vf2MfiTxlf3sYkhlWRRiSY8ZXnBHFS/tv/teeNP26/wBpTXv2mviF4P0TRdX1+O1W6s9BWYQjyLaO3U/vXds7IUzzgnJAXoaweFx1LGe0ryUvdtfbZq3r1A8kkQP8hTdu42nvX9Rn/BA7xZd+Mv8Agkp8H9Sv1Ky2unajp+3duwlrql3boB7bIlxX8ujKXG3dj39K/o2/4Ngfiavi7/gl3a+Frq4Uf8If481bSF8xsEhxBfZ5PPN6ea5uJoc2BjLtJfkwPxP/AOCtfia48Xf8FNPjlql1c+a0PxI1OxDZ+6trO1sq/gIgPwr56r2X/gpBHJH/AMFFPj4sh/5rV4qP/lXujXjVe1hVy4Wmv7sfyQBRQo3HFNlJjdkz8ycOoH3a3b5dQHUE4GaRGLLkqR9aH+7T6Afoj/wbJ+H4NV/4KFa1qsw+fTfhjqVxF9TeafD/AClP51++FfhD/wAGvMpH7efjKEjr8I749P8AqKaZX7vV8DxJ/wAjJryQBRRRXggFFFFABRRRQAUUUUAFFFNdwnUUAOrxz9uoE/Ai3X+94+8KD/yv2Feweevoa8e/bmlV/gZaqB/zP3hX/wBP9hXDmiUstrp/yS/9JZ2Zb/yMaP8Ajj/6UjkRGR1euV+LIMen+GXB6fE7wf8A+pHp1dZXK/F3/kGeGv8Asp3g/wD9SPTq/mPhuUv7ewn/AF8h/wClI/eM8/5E+I/wS/Jn11kt8x71zk3/ACcX8P8A/r11n/0TDXQeco4wa5x5lf8AaO+H6AH/AI9dYP8A5Bhr+qj+ez3Kg9KKD0oA+ffg5/yFfHv/AGUbVP8A0JK7Y9Pxrh/g9IE1bx6CP+ajap/6EldnLP8AL8nrR0Ez8RPB/wDyRz4d/wDYh6f/AOgtViqHhW52fB74dqM/8iFp/wDJqm+2H1P5V/PuZf8AIwq+rP52zT/kZVf8T/MsNypHtX27/wAEoz/xdr4lf9iL4H/9E6pXw19rPqfyr7h/4JSzg/Fr4lBc5/4QXwP/AOidUr6Tgdv+2H/hZ9RwHrnEv8LPuCvxZ/4OUf8Akq2pf9gvwL/6D4wr9oPNk/vV+Lv/AAcnOH+K2pYH/MM8C/8AoPi+v3LJv+RlT9T9iPynHSigdKK/SACiiigDvv2a/wDkoeuf9kn8ef8AqKarX9Qf7KjqP2XvhuC3/MhaP/6RRV/L5+zX/wAlD1z/ALJP48/9RTVa/p9/ZWJP7MHw4J/6EPSP/SKKvieJ/wDeoen6geh+Yn96jzE/vVDRXzIE3mJ/eo8xP71Q0UATeYn96jzE/vVDRQBN5if3qR5QBlTUVFAD/Pf0FHnv6CmUUAP89/QUee/oKZRQB57+1/4evvG37JvxQ8HaeyrNqnw71u0hLfd3SWEyDPtlhX8pKrtG3H4DtX9c3jG0jv8AwpqVhPGGjuLCaKVG6MrRsCPyNfyML90Y9K+x4Wb9nVXmgFoopUUu6xjv3Jxj3r6sBKKZvYYxznt/X/P86fSjLmAK/oE/4NR5pI/+CePjQK+P+L06ien/AFCNIr+fuv3M/wCDZTxLq+jfsHeLrWwvGjRvi7fsVCKef7L0sdx7V42ex5sDbzQH5O/8FLLOWw/4KMfHqGZmy3xk8TSLu67X1W5cfoR+FeKMcDpX1T/wXC8Gr4F/4Ku/GrQ49mJ/E0Oofu1wB9rsre6x9f33PvXyq/SvSwUubCUvOMfySA/Vv/g3t/4Iz/Df9rjQ7z9sf9qzQG1Twfp2rmx8H+FLhWWDWLmHa0t3OePMt42PlrGCVkkSUSDbGUk/bg/sxfs7N8Kf+FGN8BfBJ8G7QreEz4UtDpZUMDj7KU8rHH93rzXyD/wbX/FDwb45/wCCVPg/wp4ev45L/wAH61rGk69Aud0Vw+oT3qZ+sF3Cc+uR/DgffOa/P81xeIrY6fNJ2TaS6WWwH4Hf8HCX/BGj4Zfsm+HLf9s39lbw9JpPhK81b7F4x8K2+57fSbiYsYbyDOTFbu4MbR7sRvJCI12uVj/KNvu1/Sz/AMHI/wAS/BHg/wD4JU+MvBnie8Rb7xjrmj6ToVq+7M9yl/DeMOOgEFpO2TgZUDviv5p6+s4frVsRl96mtm0n5WQH6O/8GwEwh/b48Wlm+/8ACW/VV2/eP9p6Yetfu68pbpx+Nfz8f8G5Pi6Hw3/wUgs9Mmn2LrXgrVbLHPzEeTcYGP8Arhk/Sv6BQcjIr5/iRf8ACjfukAu9/wC8aN7/AN40lFfPgLvf+8aN7/3jSUUALvf+8aN7/wB40lFAC73/ALxo3v8A3jSUUALvf+8aQsT1NFFABXj/AO3F/wAkOtf+x+8K/wDp/sK9grx/9uL/AJIda/8AY/eFf/T/AGFcOZ/8i2t/gl/6Szsy3/kYUf8AHH/0pHL1yvxd/wCQZ4a/7Kd4P/8AUj06uqrlPi8xTS/DTD/op3g7/wBSPTq/mHhv/kfYT/r5D/0pH7xnn/ImxH+CX5M+syea50f8nJeAP+vPWP8A0TDXQocop9q54f8AJyXgD/rz1j/0TDX9WH89nu1B6UUHpQB88fCL/kMePP8Asouqf+hJXYv0rjvhF/yGPHn/AGUXVP8A0JK7J844oEz8OPDcuz4RfDwbf+ZB07+TVJ5/+x+tVPD8zj4R/DwYH/IhaeP0enee/oK/nfNL/wBo1f8AEz+cM4v/AGpW/wATLDz/ACH5O1fdX/BKJt3xX+JB2/8AMh+B/wD0TqtfBjzvsPA6V94f8EmnL/FP4kEj/mRfA3/onVa+m4D/AORxL/Cz6jw/0ziV/wCVn29X4u/8HJX/ACVXVP8AsG+BP/QfF9ftFX4u/wDByV/yVbVP+wb4F/8AQfGFfu2Tf8jKn6n7QflSOlFA6UV+kAFFFFAHffs1/wDJQ9c/7JP48/8AUU1Wv6fP2Vf+TYPhx/2Iekf+kUVfzB/s1/8AJQ9c/wCyT+PP/UU1Wv6e/wBlaRF/Zh+HIJ/5kPSP/SKKvieJv96h6fqB39FN82P+9R5sf96vmQHUU3zY/wC9TPPf0FAEtFRee/oKPPf0FAEtFRee/oKPPf0FAEtFRee/oKPPf0FAEtFRee/oKPPf0FAHP/GPxPB4L+E/iXxfdMFi0rQby8kYttwsVu8h57cLX8lgzj5l2nuo7V/U5+3jeNa/sP8Axjvd+37P8K/EMi7WCnI0y46Z71/LErBvmHfmvsuFo/uasvNfkBLp+n3+r6jDpOlWclxdXMixW1vChZ5ZGOFRQOSScAAdSa/pZ/4Jgf8ABDL9l79i/wCFmheKPi18NtB8a/FS4t4LzXdf1zT0vYdLusbhBp6S70hERJXz1HmSsC+UQpFH/O7+yx8S/DvwY/ai+Gvxi8X2rXGk+EfiBo2tatAsYdpLW1voZ5VCn7xKRsAO5r+wfRtW03WdKtdU0m9juLa6t0mtriFt0csbAFXVujKQQQQeQaOJsTiKXs6cG0mm3b10A8j/AGqv+Cfv7IH7aHhy40D9ob4EeHtblmsjbQa5/ZqRapZLnKm3vUAmhw3zbVbacYYEZB/mT/4KWfsLeKf+Cd/7W2vfs7a9q8mpWEapqHhfWJoRG2o6XNkwzMB8ocMskL4AHmQSbRt21/WizBF3MeBX86n/AAdLfEDwl42/4KU6XpHhjU4bqbwz8MNM0vWvKcnyLtrq+vBEwz18i7t5Bx0m6njHBw5iMR9d9kneLTuu1uoH5v1+93/BrP4Rs9f/AOCfvjG8uIkZl+MmoJ80YP8AzCtJP9a/BEc1/Qh/walabqtn/wAE6/F0ssSxpcfGbUpITImd6jS9KQkc9NysPqDXu8QVPZ4G67oD8y/+DirwrfeHf+CuHxI1G7j2x6zY6He2pz95BpNpAT/33C9fEZ5r9Ov+DrPwkNI/4KDeFfFFvaSJHq/wpszLMYyFkmi1DUEIB6EiPyc+nHqK/MWuzKqntMtpP+6l92gHvn/BPP8A4KO/tEf8E2/i/N8Tvgjf2t3Y6pDFb+KPC+qqzWeswRsdgk2kMkkYeUxSqQyM5zujaSOT9N4f+Dujwn/wipup/wBiHVP7c80bbFPHUf2Urxk+f9k3568eVg9cjpX4nJFPM4WGFnywGFUnk9BXsnwm/wCCdn7ePxv/ALPuPhl+x58SNUsdVyNP1iPwhdx2EnHX7VKiwBf9ouAPes8dluV4iop10k+97ffqBsf8FCf+Cj/7RP8AwUk+K0PxH+OWoWtpp+lpLD4Y8J6SrLY6PC5UuE3kvJLIURpJWOWKgAKiRongNfe/wr/4Nq/+CqnxEnCeKfhx4W8DxNAzJc+K/F9u6buykWH2lxn/AHOO+K+FPEnh7XPB3ibUPB3ifTpLPUtLu5La+tZRhoZUYqyH3DAg+4rfB1sDKPssNJNLougH09/wRH8WaV4M/wCCpPwl1TWr9be3uNS1Cw3t0aW60y7t4k/4FLKij3Ir+kyIkxqT/dr+UP8AZe+IWm/CP9pv4cfFbWLP7Ra+GfHuj6tcRBwuUt72GY8n2Sv6tVJK5Jzmvl+KIOOIpzS3VvxAs0VXor5gCxRVeigCwTjmmeevoaiooAl89fQ0eevoaiooAl89fQ0eevoaiooAl89fQ15B+2/IH+B9sAP+Z+8K/wDp/sK9aryL9tsgfBC3JP8AzP3hX/0/2FcOZ/8AItrf4Jf+ks7Mv/5GFL/FH80c4DkZrk/jCcaT4bP/AFU7wd/6kenV1afcH0rlPjF/yB/Df/ZTPB//AKkenV/MfDf/ACP8J/18h/6Uj94zz/kT4j/BL8mfWCTKqhSD0rn4CT+0h4Byf+XTWP8A0TDW5WFb/wDJyHgH/rz1j/0TDX9VH89nvNB6UUHpQB85/ChyNa8eAE/8lE1T/wBCSuwaRx0Y1x3wn/5Dfj7/ALKLqn/oSV17daGDPwRtvGqaf8MvAFqZiuzwHp4/LeP6VX/4WEn/AD8VyergHwP4FyP+ZHsf/QpKyti+lfy/nGKl/alb/E/zP5dzjFVVmtZf3megN8QUIx9or9D/APgj3q51f4jfEq4V2+XwR4GX6/6PqR/9mr8sMBTkCv03/wCCJ4I8e/E5fTwV4E/9I7+vrvDmu553JP8AlZ9Z4c151M8al/Kz9A97/wB41+Mn/ByV/wAlW1T/ALB/gb+XjCv2ar8Y/wDg5Fcv8VdVJH/MP8Dfy8YV/Q2Tf8jKn6n7sflWOlFA6UV+kAFFFFAHffs1/wDJQ9c/7JP48/8AUU1Wv6dv2Wv+TZPhz/2Iekf+kUVfzE/s1/8AJQ9c/wCyT+PP/UU1Wv6dv2WDn9mP4c/9iJpH/pFFXxPE3+9Q9P1A7yiiivmQCiiigAooooAKKKKACik3r/eFG9f7woAWik3r/eFG9f7woA+av+Cw/jqH4ef8E0fi5rs7Mq3PhtdM3RruYfbbiKz4Hf8A1/5V/NGmAcAsfdlwfxHY1++3/ByL8TNX8Cf8E7Y/CemT2pj8a+OtN0u+Rm/eC3jWe+3Lg5BE1lCCfRvevwLPLlq+74Zjy5e5d5fkgAjuDiv0S/4Jsf8ABxJ+0J+w78MbX4C/FXwBH8SvBuk262/hlZ9Yaz1LR4BwLdLgxyrLbxgfu4nTcgOxZFjREX5M/Zc/YJ/a6/bW07xBqX7LnwVvvFsfhV7Ya81rf2kP2f7QsxiAWaZGkJ8iThAcYGcbhVnxF/wTc/4KH+Fbi4i139hj4tRJaKxuLiL4e6jNCqr1bzY4WjKj1DEe9eniqeX4uLpVnF+rSa/ED9Iv2jf+Dsvxn4g8G3vh39lz9mZPD2r3Vv5dt4m8V6wt4LNmBDOtnFGqyOvBQtLt3DLIwyp/Inxx438Y/EzxnqnxE+IXia+1rXNav5b3VdV1K4Ms91PI5d5HbuxJJ4AAzgADiq2veHvEHhe8fTvEuhXmnXMf+st7+1eF1+qsARxVMFs4I9qWBwOBwatQS++7AUE7lAOMnrjpX9Mv/BuJ4XsvD3/BJP4f6nbQbJta1bXb28b+/Iuq3Nvn3+SBBn2r+ZiQHGQM8dPWv6uP+COHw/X4Z/8ABLv4H+GliC+f4AstUIX1v1N8T9c3HPvmvJ4nlbCwXd/kv+CgPgH/AIO7/hpeXngv4I/GGC2hW103Vta0a+uNuJHluY7Se3TPdQLS54PduOpz+I9f0jf8HM/wrg+IX/BLfXPF0lx5cngXxXpGtwqpIaQyT/2cV4B4235Yjphea/m5yPWujh2qqmWqP8ra/X9QPtT/AIIlf8FLPhP/AME2Pjb4v8Z/G/wlr2raD4j8Mx20Mfhmxgmuo76K5RomPnzRKsXlyXAY7iclBg84/Riw/wCDgP8AbH+O0l5Y/sR/8Ei/HXiTT2l8jR/FWrXN3NapI2dv2pYLTyYVPUk3YAHJbHNfkZ/wTM/a58PfsNftq+EP2lvGnhW71zQ9BS+j1jSdPVGnuYp7OaBPLEhC7lmkik5I4jJ6gV+sqf8ABc7/AIKg/tHfZbb9iP8A4JFa08d9fNHa+IPFaahfabNGB8u6VIbSC2bJBJe4ZR0Gcbq5M3wkZYl1PZKV1vKVl6W0/MDxf/gon/wVo/4L/wD7KmjeGX+O3w+8CfCGPxg14NFbw3pllqVw32XyPNDma5volz9oTGQrEbsD5Sa/J/x9448T/E7x3rXxK8b6gt5rXiHVrjUtXu47WKBZ7qeRpJXEcSrGm52Y7UVVGeABX7rf8HDn7O3xG+NX/BMDwt+1p8YdZm8MeLPh5DpN94k+HtvJaXWnpeX0kNpdxR3AQzF45Z0wyzNC8cJ+RmKSp+CddmRfV54XnhCMXdp8vl59QAPsyTHu+Ujb9R1r+qb9jf4uSfHn9lD4b/GO5u4JrrxH4J0y+1BrWTdGt09sn2hAfVJvMQg8grg81/Ku/Sv32/4NxfjVB8R/+Ce0fw6knjW48AeKr/TFg8wBzBO/25ZSnYF7maMN/F5B/umufiak5YONRfZdvkwPvyio/P8A9n9aPP8A9n9a+HAkoqPz/wDZ/Wjz/wDZ/WgCSio/P/2f1o8//Z/WgCSio/P/ANn9aPP/ANn9aAJKKj8//Z/Wjz/9n9aAJK8X/b3vv7O/Z/hvSuRH488Kll9f+J9YV7Dvf+8a8O/4KHSsn7NbMSePHHhU9f8AqPWNebnUuTKMRLtCf/pLPQymPNmlCPecf/Skefj4tKvyi36ew/xrA8ffEUa83hXSvJ2+b8TfCPOPTxDp59fauU/tROv/ALLVHVdQEviHwbGvU/E3wn2/6j1hX8k8J5lWqcS4KL61aa/8mR/TvEuW4anw/i5JaqnP/wBJZ+iFYNr/AMnJ+A/+vHV//RUNa+9/7xrG08k/tIeA8n/lz1f/ANFQ1/ZB/KR75QelFB6UAfOXwn/5Dfj7/souqf8AoSV17da4v4Wsw17x7g/81E1T/wBCSuuZ3z940Afzx6t/yIvgP/sRbH/0KWsutTVv+RF8B/8AYi2P/oUtZdfytnX/ACNq3+Jn8p51/wAjat/iYHpX6bf8EUm2+Pfigx/6ErwH/wCkd/X5knpX6a/8EVv+R7+KH/YleA//AEjv6+v8N/8AkeS/wv8ANH13hr/yPn/hf6H6Aeevoa/GT/g5C5+KeqN66f4F/l4wr9lq/Gn/AIOQf+Soan/2DvAv8vGFf0dk3/Iyp+p+/H5WjpRQOlFfpABRRRQB3v7Nhx8QtdP/AFSbx5/6ieq1/Tj+y1Kx/Zk+HO0/8yLpH/pHFX8xv7N3/JQNe/7JL48/9RPVa/pw/ZY/5Ni+HP8A2Iukf+kcVfE8Tf71D0/UDvvNk/vUebJ/eptFfMgO82T+9R5sn96m0UAO82T+9R5sn96m0UAO82T+9R5sn96m0UAFFFFABRRQfegD8ef+DpL4pWV34z+EPwUtNSU3On6Tqet6haKp4jnligt3JPGc290OOMds9fydr64/4LkfHe4+On/BSXx0tvr732k+Dvs/hjR1ZVAtltE/0mIYGTi9kvG55+cjjAA+R6/Sspo+wy6nF721+YH0/wD8E+v+Ct37T/8AwTX0bXvDvwC0nwpd2fiS/hu9Ui8R6LJclpIoyiANFNG4XDHjJHJPev2/+AHx3/4LreM/hnpfxZ+LP7H3wRZr61S7TwXD4s1DR9YMbDcmTILuCFyCPkkfcucMFYFR/PZ+xda/D6+/bH+Etn8WJ9Pi8LyfE3QV8SSarMIrVbH+0IPPM7sVCReXu3sSAFySeK/oxn+KXxgX/gtBqXwLi+P5bw3q37MtxrGj+Ebf/V6VqK6vBAt46OpR5WUy7WO47UIZVUDzPDz6nRjXXLTjzNOTbvrbRLRoDzX4u/8ABWf9t74TaDrFt+0p/wAEYviJoWnHQ7iZde8I+IrfxZZ2oWN/3ly1tbrFDGuC7GRwVX+Gv5zMKrbY2DLuO1lbOR6/j+VfvT+1v+0l/wAFSPDv/BDb4j+K/wBsTwN4V8I+O/7en8Ja9BeW8ckmt+HL0JZPc2620/kx3TSXLgPhozFA7JEN6SD8FzgsWC4yxNd2Q04xp1Gopa20badvX1AdBa3V/dRWNjGzzTSCOFFXJZicAD3zX9knwa+Hmk/CH4TeGfhN4feZtP8AC+g2ekae1xt3tBbQJDGW28Z2oM+9fyp/8Et/hHefHD/gov8ABf4e2tr9oSb4hade31t5e7zLO0lF5cjHp5FvITnPAPfFf1ortx8ory+KKv76nTv0b+/T9APNP2y/gof2iv2T/iV8EII4WuvFfgTVdK097iMMsNzNayJDLg90lMbg5GCgIIIzX8foDq2yWPY68Muwrgjjoefz5r+0yTmNgR/DX8nX/BV79nv/AIZi/wCCi3xc+E9lp9va6dD4un1HR7ezt/Khgsb8C+t4kXpiOK4WPjjMbfStOF637ypRb3V/uA8O8EeMfEHw98a6P488Kal9j1TRdUt7/Tbz/nhcQyLJHJ+DKD/9Ymv6Ev2Sf+Cmn/BUL/gpZoLeN/2SP2PPh78NfA9pfSwXXjb4qeI7vWIdS2PsZLGGzS0aR0IIZiTFuynmBkYV/Ow28fNH94crnpX76/8ABIf4g/FT9vL/AIIzaj+yv+z94r1b4Q+LfBoHhu3+I1hBA8M0gnW6cweVKs8Uz20gjlm2qUecSxuzAovo8QU6f1eFVxTs7Xd7JPrbqBb/AOCjP/BHL/gpL+2z8LpofEn/AAUs0/xlNpZl1DQ/hxH8P08P6PPdhQB+8hvJizDkI06yhTIeYwzGvwF1CwvtI1C40fVrKa1u7S4kt7q1uIykkMqMVdGU8ggjBzX9Kf8AwTN/4JheLv8AgmZrHjz9oH9pP9ujVPF2peLNOA1yTUr6S10u0KyB3vZ3u5pDc3ORxcSbNiyyJhg/HzP+0n8N/wDg3+8MfDD4kfBH9n7SdN+Kfxt8ZeGdUOgzeE7XUvGWr3GtPDIYrmKaHzoLeVZcO2xovlDjGCVPnZXmjwt6K/eRWzjGyXdvTYZ+H9fpB/wbP/H9fh1+1j4q+AWo3aLa/ETw6J7IOoMj6hp7PMiL7C2lvXPXPlrnoCPzjvdM1PRL+40XWrK4tryzuJILu2uoiksMiMVaN1PKspBBU4IIwQCCK7j9lz47a5+zH+0Z4K+P2gPdeb4V8RW1/PBZ3Bie6t1cCe33AfdlhMkTDusjDvkfS46isVg50+60/NCP6rKKo+GPEejeL/D1j4r8OanBe6bqVpFdafeWsgeO4gkQPHIjD7ysrBge+eOMVer8vacXZgFFFFIAooooAKKKKACiiigArwn/AIKPS+V+y5cSY+7408Lnn/sPWNe7V4z+314B+IfxK/Zm1Pw18LPBV14i1qPxBoV9Do9jdW0M08Vtq9nPNsa5liiysUbthnXO3AycA+bnMKlTJ8RCmrtwmku7cWkvvPQympTp5rQnUdkpxbfZJq/4HyP/AGrjgP8ArUKah5/jLwTFu+98TPCvf/qO2NWv+FD/ALYn/RnPi3/wpPDv/wAtateF/wBnj9rm++IXg99S/ZR8TadZ2fjzQL/UNQude0KSO1trbVbW4mlZYdRkkYLHG7YRGbjgV/KPCvCHF2F4jwdavg5xhGrBybjokpJtv0P6b4l4o4bxHD+LpUsZTlKVOaST1bcXZLzZ+iFYunso/aR8BqT/AMuer/8AoqGtpWDLuU8HmuN8e6/4o8AfE3wf8TdC+Fut+LbfTRqFvfaf4eu9PjuYvOijCPi+urZGUlSPlcsPTHNf2AfyofS1B6V4X/w2j4t/6Mi+LP8A4MPCv/y8pU/bP8VO6pJ+xR8Vo1Y4aSTUPCwVB6n/AInfQUAYHwu/5D3j3/somqf+hJXWPXHfBdPFE9r4k8ReK/A+oeHJ9a8YahqEOkatc2ktzDDI42GQ2k80QJA3YWRuCM4PFde8wU4waCZaRP559XYDwL4E/wCxGsf/AEKWsneK+sPD/wDwS2/aL1PwN4b0v4gfBL4oaZq2jaDDp91a6PZ+Er63zGz4dJpPEtu7AhgeYlIORzjJn/4dOfFj/omXxj/8Jzwf/wDNbX885jwnn2Jx9WrCg2nJtfefzxmnCXEGJzCrVpUG4uTaeh8kbga/TT/givJ/xX3xOUfxeC/An/pFf14Ef+CTnxZxx8M/jH/4Tfg7/wCa2vr3/gmR+zj8Vvgb8QfiVrPjv4Ya54b0W/0Pwtp/h+bxJcab9q1JrKC8jncxaffXkcODKnDS5IOR3A+m4H4fzbK84dTE0nGLi1dn03AvD2b5XnDq4qk4rlerPr6vxn/4OPXL/E/VCf8AoH+Bf5eMK/ZXz19DX5vf8Fbf2A/jX+2R8Z9UTwt8OvGcmjz6H4Xex1zwva6DeK9xYtr63FvJFqGtafJGdupW7K4Dq2GHy4BP7hldanRx8J1HZJ6n7Gfh0D7Uufavv7/iH9/aG/6FL4u/+Ej4O/8Amwo/4h/f2hv+hS+Lv/hI+Dv/AJsK+4/trLP+fn4MD4Bz7UZ9q+/v+If39ob/AKFL4u/+Ej4O/wDmwo/4h/f2hv8AoUvi7/4SPg7/AObCj+2ss/5+fgwPj39m05+IOvD/AKpL48/9RPVa/pw/ZY/5Ni+HP/Yi6R/6RxV+M/g//gh3+1B8NZdc8SeGvhd8UtW1K68D+I9H02w1DRfCFnbyXGo6Le6fEZZ08VzNHGslyrsyxSHarYUnFftB8AvD+t+DfgX4L8H+IrQ22oaT4U0+yv7fereVNFbRxuuVJBwykZBIPavlc+xeHxmIjKi72WoHaUVD5j/3qPMf+9XggTUVD5j/AN6jzH/vUATUVD5j/wB6jzH/AL1AE1NMiKcE1H5j/wB6mkknJoAm82P+9R5sf96oaKAJvNj/AL1cv8bfiz4b+Bvwd8VfGXxVG0uneFfDt5q15BGwV5o7eB5TGhOPnYJgD1NdFX56/wDBx5+0ivwo/Yw034HaReLHqvxN8QR28y/OHXTLJkubh0ZSNreebOM54aOWQV1YHDyxWKhSXV/h1A/DfxR4x8RfETxRqfxA8X6tLqGra7qU+o6pfz7fMubmaRpJJG2gDczszHAHJqjR34H5UZA61+oxioxSXQD7O/4Iv/8ABKiw/wCCn/xf8S2Pjn4gXHh7wZ4Hs7OfxFJpSo2o3kl00y28Fv5iNHGCLedmmYPsKRqI28zcv6hfCf8A4IwfBfwT8QLf44/8E+v+Cnnjo/Ezwbbx6VFq3ibXtL8WWtpZhPKOmXNrHHA6wFBsWMyDytoKKCigfM//AAbkftHf8E3f2c/hz4gj+O37QOm+FPif4n1i6huLXXtU1Cx06TRUS2WBZXcLpzuJftDq7sZkWZ1UqrSq31r+x5/wQb/Ye+Dn7UXhj9t/9lD9ozxddaVp7XV1pek6b4itLzT7pWRokgF3DH5j2ao5Xymd3cYDysCyv8Zm2KrRxlTnnKMUvdTjo+++lmB+a/8AwXU/bK/4KYeKPif/AMMYfttxeFdH03w/NDqtlY+A7KeHTdfyJVg1ISXEkk0i4aaPyyyorowMYdBt/PonHWv1v/4OEf2Cf+CkXx3/AGgta/a91j4NeG7n4d+C/Bf2aHUfDPiqKZtN0i0NxcvcXiXQgmaVmlnkIhjdUXagZypkb8kGH3cjrg/pX0GTyoywMPZ287d/PzA/Sz/g1q+Bdt8Rf+Cgeq/GLV9Fea1+Hngm6udPvFcgW2pXjrZxgjHO61kvuvAwD6Gv6IAMCvyz/wCDUv8AZ2Pw+/Yv8X/tCarp0kN78RPGHk2MxkBjn03TkMUTgdVYXU1+pz12DjHJ/Uyvjc8rLEZlNrZaL5f8EAIzwa/Cv/g7L/ZvudE+M/w1/au0m2kaz8QaLN4b1gx2qrHDdWrme3dnzl5Jop5VAx8q2Q5OeP3Ur4//AOC6/wCytH+1f/wTQ+IPh7TtOSfXPCdqvivw6zbyyz2GZJlRU+88lobqFVII3TDjiscpxH1XMIVHts/R6Afy554zX2P/AMEavHn7bniT463n7HH7Hv7WNn8K2+JVu02q3l1o8d3JdfYoJpCtsTBI0U4haZ1O+FX8raZAQoPxtHIZV3kfe54rV8E+PfGvwv8AFtn49+HHi3UdB1zTpC+n6xpF69tdWrlSu6OWNlZGwzDII6+5r9FxVD29GVPTXa+qT6OwH71+Pf8Agk7/AME7PgDbab8Zv+CvH7fXiT4ra0lnKtifiX4+ks7WdN6Oxs7RZmu5CCozEk8iNn/VEnn5b/aB/wCCv3/BPT9kj9sbwJ8af+CX3wStbu38L+DdT8MeOrDTdBXw5pfiCzult3swsrRmdLm3uoS7PJaq0qnYJCCTX0J4p/4Jbf8ABE/4MfBL4faN+3D8YbzUfiR8arRl0z4sah4y1NptY1aaBJXvIWVmtEiiM8Rie6jKFWjErSlm3b37PX7P+lfG74N+LP8AghV+2z8E9Qm8RfDHwZf3fw/+Lk9iJ7O+097+VNP1O0k+U2s0AltozBvYP9nuInO1JEb46nWw9uetKU0nZr4Y8uzaS3tptZgfhz+0l8bb79pP4+eLvj9qvg/TdBvPGGuz6tfaTpEk728NxM2+UoZ5JH+ZyzkbtoLEIqIFReIcEjj0rR8W+Fdc8C+LNS8E+JbNrbUdH1Cay1C3kYM0U8TlJEJ2jowI6dup6nPr7amoxglHayt6Afvz/wAG/P7WA+Pf7DNj8L/EGuSXXiP4Y3o0S8W6kZpX09kMljJnGAgQSW6L1AsiTjcoP3X55/u1/Oj/AMEVP2w4f2Q/24dFn8TapHa+FfHEa+HfEjTNtSLzpB9luGJZVURXHllnY/JE8+AS2K/oq+X+Fmb/AHoyp/I8ivz/ADzC/Vcc2tpar9QJPPP92jzz/dqOivFAk88/3aPPP92o6KAJPPP92jzz/dqOigCTzz/dqMnJzRRQAUHJopGZUGWYD6mgLX3E2/5xSgYPWvNPjv8Atm/sp/sxKy/Hv4++F/DNwtit6um6hqStey2zNtE0drGWnlQnjciEe9fGXxw/4OVv2OPAD3Fh8FPh74s+IV3GqmG4aFNJ06Q5+ZfOm3XCkD/p2IPqO3ZRy/GYj+HBv5f5gfozQhEknlIdzc/KvXjrX4b/ABl/4OVP2x/GsF7pXwh+H/g7wTa3IZbW+FnNqOoWgzwyyTOLdmwP4rcgZ6Gvl/4mf8FQf+ChXxcvpL/xl+1742RpVAmh0LVjpMEgxj5orEQxt+K160OGMfKznJR/H8v8wP6UfGXxA8B/DrQZPFXxB8baRoOlx/6zUtZ1KK1t069ZJGVR0PftXjHjz/gqX/wTy+HKNL4h/a/8CzLGuXXRdcj1Js/3dtoZGz6ggEcfWv5pNU1PU9b1GbV9Z1Ge7u7iYyz3VzMZJJJDnLMxOSeTyagKg4GOgAFehT4Xo/bqv5JAf0JeKP8Agvz/AMEwvD1lJcaZ8btT1uaPdi10vwbqSsxHYNcQRJz/ALwrzdf+Dm39g8qxb4S/Fz5XK/8AIB0z5vcf8THpX4bi3uJVYxQM20ZbaM4FTaX4f13WtOvNX0nRbu5tdPjL31xBbs6Wyhgu5yBhBuIXJwMkDqRXUuHstp/Fd/O36AftFq//AAc9fsx2hZtI/Z18dXShfl8+4so2J9MLI+PzNYbf8HRPwyydv7JWtY/h3eLIs4/C3r8w/h3+wv8AtrfFvw5ZeMfhj+yB8TvEGi6km+w1rSfAeoT2VwucbknWHy2GcjIYgEH0NaHw/wD+CeP7cfxWt9buPhv+yl451seG/ENzoWvrpugSyPp+pW4QzWkqgZSVA6blIyNwqZZLkd3drTf3hcq7H6baX/wdCfBWUuNd/ZY8TQLxsNn4ggmY9c8NHH7d66DRf+DnX9jqeF5Nf+BPxOtWGNq2dpp0+en968jx+tfljqf/AATW/wCCiGkzNBefsH/GLcv3mh+G2pyKP+BJAR+vv0rk/if+yT+1Z8EtETxL8Zv2ZPiF4R0+R9kd94m8GX1hCzdMB54lHUjv3ojkuSy+Fr5SHax+1Hgb/g5B/wCCd/izV4tN8QWHxC8MQyH57/WvDMMkUY9xZ3M7/kpr07wr/wAFt/8AgmD4tItrH9qewt7g4/dap4f1OzXkZ/1k9sqdePvV/OWlvcNG0qwSbUbDNtPBpuzIyTSlw3l817rkvn/wAP6lPh/+2r+yB8U7q3034e/tSfD3WL66x5Onaf4ysZbkk9F8pZS4b2IzXpzfJnfxt4bPbnH8wR9a/kfAIUqrMFb7yhjzXWfDL49fHL4KmRvg58ZvFfhPzpA83/CN+Ibmx8xgeC3kuu4jJ6561yVOFY2/d1Leq/4IH9WYYMu9WBXcVz/ten1pa/nX+Dv/AAXJ/wCCk/wfewtD8dI/FGm2O7/iW+L9Ft7wT57STqqXTc9/PB5719VfBr/g6C8QxJb2X7RH7L9rMTIBdan4J1hodqc5ZLW6D7mPHBuFHPavNrcN5hT+BKXo/wDMD9fqK+PvgD/wXN/4J0/HT7PaXXxlm8F6ldYH9l+PNNaw8k9y9ypktVB95+3IB4r6v8K+MvCfjrw7Z+LvBPiWx1jSdQiEthqml3aXFvcIRkMkkZKupHQgkGvLqYPE4fScGgNKigEMMg0VzgFFNMqg4NHnJQA6im+clHnJQA6im+clHnJQA6im+clHnJQA7viv53f+C437UKftK/t++JLPQrndofgJf+EZ0sx7gk0kEjG7mw3BZrlpU8wAF44Ys8qCP2f/AOCnn7Xlj+xb+xt4p+Llvd7NeuYf7J8Hw7Ml9WuFYQyYKkEQhZLgqdoZYGXcNwz/ADQIgTJy2WOWZmJJPrzX1nDOEvKWIl6L9QHV1HwQ+Fes/HX41+Dfgf4b1Wzs9S8aeKtO0HT7m+3eTDPeXMdukkm35iitIC20E46CuXJA619Nf8E4/wDgnt+3l+1z4t/4XJ+xp4YhtZvh/rVnfWvjLVr2K1tLDU4nE8AjaUMJ5VZVcqqOqjb5m0OA31WIrU6NFylJR7N6Afq58bde/wCCFf8AwRq1vwT+x38Z/wBkC08V61qnhyDUr3xNqXw9sNcuPsrztbG7vLi8YSYeWOZjDbq4QAhY0BRT5D/wUq/Y8/Zd8LfseSf8Ffv+CP3xl1D4cx2clvHrUngPWLzS7PU7Ka9is3EcKlHs54p2jDQfu42CvmMNhz9L/tE/H39ir4rfCfR/DH/Bdb9iO9+HevWKxWkesah4du9S0d7iRS2zTNc0fzWh3+XvNvJJFIuNpEgQSN8Pf8FU/wDgqV+wbF+w1bf8Ezf+CXfhhh4Iur6GfxBrP9m3VtaR28V19s+zxfbB9pnnkuER3mlXBUABn8wtF8bgo4mpWp8qm5X99t3g111A+U/iJ/wWW/4KG/GP9m7xH+yz8Y/jnJ4p8M+JbG1tLm41TT4k1C3jguo7j5Lq3EUkhk8tY5PPMoePIwCSa+Xo4Li6mjtrWF5JJJAqpGpZmJ6AAdST270lfXX/AAQx/Zan/as/4KWfD/Qb7TJZtD8H3h8WeIpAq7VgsCskKkPw6vdtaQuoydsxPHWvrprD4HDzqQiopJt2VgP6Mv2BP2bV/ZD/AGNfhx+znLBareeF/Ctrb6w9i7NDNqLL5t5KhYAlXuZJnGQDhhwOlewU2HHlqV6FcjNOr8ulKVSTk93r94BUd3bQ3cDQTxqysCCrrkdMVJQRnrSA/ku/4KefsnwfsT/tzfEL9n3TLO4i0nTtce78NNLuZTpVyBPaIJGJMrRxyCJ2PJeNs57eCFQeor9zv+DrH9ipPFPwq8J/tz+D9HZr7wnMvh/xhNFEWJ024m3WkrnOFSK6kkj4BLNfrngZH4YKSRzX6VlWMjjcFGXVJJ+qA/Yn/gkN+1t+xD8Uv+Cd2veDv+Cq3xJ8J+ItF+EHii1s/B2j+NtJiu5tJ0+W03W8NmURrq5dnhvB5ShzHFAigeWqBfs7wr+37+0v+134Vg8F/wDBK79jG803wqumtZ6Z8YPi7H/Yvh2yiRRHDJYWMYe41KLajqpQRrG8Sq64Jr8G/wDgnD+0d8Jf2Wf2w/CHxd+Pfwn0rxl4Ms7poPEGl6lo8N60MMilRdwJMCongfZKpGGIRlBBbI/VS/8A+CuP/BVL/gpl4lm8D/8ABJX9lWXwb4ThuvIb4n+MLOGVo41ZFJLzhrGBwWIa3RbuXYA6dMDwc0y108U5QXuvW8naEW97Jff+gH55/wDBYn/gm74g/wCCcfxv8N6D4g+OFv48n8daNPrF9rMscVreSagLg/at1qJZHSImSNllJxIXcDmNgPkXNf0Yf8FX/g98I9F/4JA6m/8AwUs8beGfE/xX0jwj5GieMtN0iGyur3xNhntYLEKgbY0gSObYiK8CSyMkSjEf85sR3LuA6+2K9rJcVPFYP39XF2v0fmgBiwbK4/4EK/os/wCCNH7cEP7af7Hmk3PinxC91468FquieNFuplM1wyIPs19jcXKzxKSzsFDTRzhcheP51a+lv+CUX7dF5+wl+1npfjXXLqT/AIQ3xFt0nxrbbjsW0dgUuyB1a3cCQcFinmRrjzCROcZe8dhXy/FHVfqvmB/SVRVWy1Wz1O0j1DS7+3ureaNZIbi1mWSORGAZWVlJBBBBBB5BqXz39BX535AS5HrRuHrVcnJzRQBY3D1o3D1qvRQBY3D1o3D1qvRQBYAMh2JIFLHGcZr+fz9tX/gpL/wUa/aH/aX8Xfs6+DPjD4istNsfGGpaPofhnwFYvbySQRXTxYf7Iv2q7Plplld5B94qq9K/fxPvj61/MB+0B8QfHnwp/bh+IXxC+GPjPVfDuvab8RtcfT9a0S/ktbq1Zru4RmjljIdCVZhlSDgn1r6Th3D06s6kpJN20v03QH6Lfto/sg6z/wAE7fjBpPwa/Yh/4JDt8bYj4VtrzxN8TviB4C1rxj/aV5NNNuRIoGW0tZEEaFgqBiHAI/ifsP2MP2LvF/8AwUC+HHxK8H/tu/8ABH3wj8J4tN8MtP4H8UeC/h/P4P1R9Vw4SFIJZAbobfnBcCJWTbIGEilKf/BV34u/tQ+KP2sf2Q/2d/hj+1t8RPA8PxQ8C+GLHXL3w34tvrbzLi+vhbSXkyQzRi4kAfdlzlsYLAHI4X4gfFL4T/DT/grJpX7DWnfsy+NPEt14d+I3hiw8PePPEXxM8Q3WvteJfWV1cancQTTzWlzbOhlKxJbxqIf3ivGGAXoi69TDRUbc1nJyu7pJ2b1aXyXQZ8u6z/wRE/bi+H9zbSftAS/DT4U2N3KqQ6l8Rvixo1lECRkZEVxK3TJ4Gcdu1ejeH/8Aght4I0L4O6p+0B8fP+CmHwr0/wAE2Gvw6HD4j+F+l3/i+F9SmWJo7djEtuFJE0R3KXRQ3zFckj0v9tbxF4b8I/8AB0W2oeLPgunxEtW8SeGLKPwrI0AN3cXHh+xgt3HnFYi8U8sU6iRlTMI3Mq7mHqv/AAUs+Fc/x3/bP8Qfsj/DzxF+0d4+8aDxZp/iK4k8Za+tt8PfBFlLJBeTXgCRhlghsw1shYKiNKyj7RLlZOmpj8c/ZJyspRUnZJfnf73b0A+b/wBqP9gz/glT/wAE6PjFJ+zn+0x4/wD2gPiJ44j0W31KEeAdL0XTdMuTPvCRE3Ms8y8jkRqxXIxnmvTPhx8NP+Cefhn/AIJ3/FP9tNv+CX8PhPxl8IvFVvoen6X8XPGWsatBq9+z2itFcW2bOMzD7Swe38lQmEY5G5Vj/wCCwf7RGifst/8ABwZ4J/aN1rSri+0/wfp/h2/1SztVUzvbKZVnWIMQpl8p32BmVS23LKPmEP8AwUP/AGmf+Cbn7THxW/4Xh8Tv+CjPjz4teCdO1F73wx+zv4V+Hd1oKxSy75Gjm1KQQQgea7o92IGvBC5VWdx5hi+KrQpOTm+ZJtpvv8KSslfu3YR6F/wU4/aA1H9hb9qj4HfDL9jH4M/Cn4bWfjTwjo+ta9e+HfhXpH2uaW6vZIZIxLNbuVTZGMEfOMn5+ePN/wDg4g/bC/aK8J/8FAtW/Zvb4o61dfDO30fQbzU/h+t+0Wn6oNqTyxTIo+dZGXkNuAOCBkCvNf8AgsX+3b+zj+1D+3h8LfiD8EdbW48PeA/DWj6Zrl7aWkn2OGaG+luJo7ZiA1xHEsoQSKu1yhKFhg15J/wUp/4KGWv7V/8AwUVu/wBtT4CaZqXhtdKvNLk8J3GpLE1ysmn+WYLmSPDIGMkav5ZLqMAHcCRW2DwN5Uak6e0JXvve+l/O33bgfbP7TnxZ/ZK/4KLftUWlx4J/4LD/ABU+B+p+I/sHh6x+D+pfDvWUj0HUlC232dpLe4htYMyY3gkhJGctLtxt+VLn/gmr/wAFEtH/AG5vHH7GHgT4t3BvvC7Sa74g8dzeMLmw0hNMkjiddXvJi5ZC8csJkUCVlO8AusTON/xN/wAFg/2YPij8VNG/ah+N3/BLHwprnxi0ma1upvGGi/ES/wBL03Ub63KmC7uNLSB1mKMina8rGQKFdioCr554a/4K/ftA/wDDSPxW/aD+Lng/w740g+NHhW48N+PvCt4LmytLjS3iEMdvbvbSrNbmOJfLV97MFeRiXkO+qo4bH0adoQ0UbWlyvW62a30vuxn68+J9K8Q6/wDtNfsM/GDVP2zNJHiDxF4HSPxRZwa3qsVr8RPKsLaY3VrDHarbsfMvJpcXK27OkyAD93tX4kvvip/wUf8A2lf+C2/xC/Y3+CX7dXjzwhpM3xK19IZX8SXl1Z6Jp9o80p8uyMmwqqR7I4xtUu6L8q5Zcr9gb48/tK/8FHf+Clug/ta6nZeCfDvhH9n/AMLi9h8PxTSaTouh6LbxSIlvbxRJOwkYlnZ9jfJEQWVYYYq8h+Gf7c/g39nL/gtJb/t33HxH0Pxf4Z1zxpfaprt94R03Ube3js9TWeG4RIb+CG4aWBJ2k2FcO0IwSMkctDB1adScGlKahtZNJttpdr/1sI/Sz/gnB+0L8Dv+Ci3xStvDvif9vS++LNvpmh3J1T4S/Gb4K+HrW/vB8gS8gubaAZjjPmbog8rYcM+3gn8xfH3/AAUg/Z58Q+OLzwz8c/8AglB8AtV0fT9WkT/ig9NvvCl9JGkhU5nsrkKTgcAptB7V2/7D37d37EP7L/8AwWB8eftiaLN4i0j4V6hY63deH9PufD6/bvOuxHJ9ijgt5HjRfOMqxFnVBGI95jOVFL/gkX8ff2cfBvjP41XfiXXvh94X+K3irSYx8D/Gnxat400nQ7oy3RumknkSWK2lKSWzoXXbIYTEXG7ZJpSwbw3tJuMmuWLS1TTbd/htt102A+mfi1/wSx/4JReI/wDgoT4K/Yz8O/Cv4neEI/id4LGveAfE3hHxzDeaXNEttdXE32mHUbaWeGRRZyKFWSUNvjz5e5ynwV+3J+yt+xd8DPHV/wDCr9l/9qXxN4q8XaR8QrrwtrHg3xZ4M+xvbNDLNBLcLqKSmCWMTRoqjYjFZN+QFYV+qXw0/wCCofg/9oL/AILW/Bn9mP4H+M/D/j3wXonhDUdM1PxpfeGLSee71qHSdQmmvLC+KedEGjhiidomEMvmXAVXVlkP5q+Jfi1+x98K/wDgpd+0R46/as/Z4vfi1pLePPEx8H+GrDXJLCCXVDrjtFPNdQyBxEIRMMBJldpF3IcBlMDPMOZ+0lJtRT5b3vdta320QFj46/8ABEH9o/4MW3iCHS/jJ8M/FOreB9X8P6Z8RNC0vXLq1uPDc+tPGljLM17bQxNbM00WZlkOwMxZVEchWjq//BB3/gq5omjx+ILf9lGbVrKa0W4hutA8V6TfJPGwBVoxFdF3BByCF5FfpZ4E+Inx7/4Lh/APxB+yt+1R+xN8UvghouoS2+r+HPiN4fhlg0maGMf6NBfJqAgOoRIyo22LeJGjjcLblFc/MP8AwcWeAtX+Ca/sp/DLQ/Gi6hqHhn4TjQ7fXtNlNrBdNbi1h+0j528pH8vdyzbQ2NzYyTC5hmEsQqE5RUtb6X0Svun8rAbHwC/YX+En7SGjJ+xr8bf+COXxN+A2s6npdtHonxy0nS9d1iG211I1Rpbv7SmyOxmO7MRlaOPcAzo2y4j+Q/i3+xd/wVP/AOCWnjW+1RPC/j3wrDaw/a7zxn4Du7ltIuLcTPEk0l1afuwjGLd5VwI5FjZDJHGGAr7U8ZeMP2SP+CdX7VEn7APx4+JX7VWnX1nY6OYfjT4N+L17aR3dxdQxO0kWlKyxRWaM7xnm6k/dlCJCC1cD/wAHJn7S37RnhD9vPXfgN4W+PnjLT/BOp+A9L/tLwjaeJrpNMuTIsnmb7UOIW3YG4bMNjkU8HWxVTF+zsnCSvaV9k1qrtvW+zA+l/wDggz/wUF/aZ/bc8P8AxG0D9o7xVZa5N4NbSW0vVo9JitLqZbs3u9ZhAEiYL9mTbtjU8tuLZGP0G3v/AHjX5H/8GthLXHx0YjqPDX89Vr9b6+ezqlTo5lOMI2Wmi21V/wBQDJPJooorywCiiigAooooAKMjvRXy7/wVs/bxi/YQ/ZT1HxP4a1S3j8ceKRLpHgi1d0aRJmQCa92NnK28b787SplaBCVD7hth6NTE1o0qau2wPy7/AOC/f7b6/tKftUL8B/BesLP4R+F0k1kpt2BjvNYYKLyckY3eWVW2X7wUxTFWxLivg3qKdJcT3UjXVzM8kkjFpJJPvOxOSTyeSfc/U17h/wAE4f2LfFH7fX7X/hP9njSLS6Gj3l19r8Xalawk/wBnaRCQ1zMW2sqkjbEhYbTLNEp+9X6XSp0cvwaje0YrV/mwPoz/AIIh6d/wSM8U6d48+HX/AAUjv9FTXPE+oWVr4XbxObmzsrWzhXznlj1KGRRZyySna5ZoV8uJRvfzXUfr98Bv2A9V/YW/YT+I3w1/4Jm/FW31TU/FdzP4j+H+peMJLe8hgvJrW2h2+fCoinjaK2j8pmQgMQZDImRVW1+Mf/BKT/hoC1/4Itx/CXQLjUY9H3R+Fm8KRT6TG62TXLWxl5Iu/sqNOXOTxkymUjPkv7OP/BDP9pD9jLUPEniD9kb/AIKS+JvBbXHiDULrwz4Pl0H+1NCi09ppPs0F7bzz7bqfyRGj3KpG6EsE3FQ7fGYzFRxU3KcpQvZqMruLXRq239agef6R/wAF2P2ov2T/ABCvwN/4LL/sG6lpUF95lpH4q8M6aDa6kuxVKC3mka1vUIkzLJBclUyB5XIr8if+CgnxY+Bvxu/bA8bfEX9mj4Z6T4Q8Azaw8PhbR9FsRbQvaxokQuvKCJ5RnMRn8oKBH55TnbuP6Mf8FHv+C3H7RmgfBT4vf8E1/wBsT9lvw5Y/E46fHo7+JPD90t5o9zBciN3uVtbtWeMmzk3wv5jMHmQskDxFK/IVS7DdJ948t9a+hyfC8l6/JyN9neL80gAcjAr97v8Ag1V/ZEb4dfs0+KP2vvFNgV1H4j6p/Z/h0zRA7NIsHZWkRvvL5t286uv3T9kiYda/Dv4GfBzxt+0P8ZPC/wADPhvpr3OueLddttL01fs7yJHJNIF8yTarbY0BLu2MKisTwDX9efwA+Dfg/wDZ4+CPhT4F/D+2aPRfCeg22l6f5mPMeOGMIJJCPvSvje7HlnZmPJNc3EuK9nh40I7y1fov8wOvooor4kAooooA4v8AaI+BngX9pb4LeJvgT8S7H7RofirRLjTdQCqvmRJKm3zYiwIWVCd6Ng7XVT2r+Rn9oj4EeOP2YPjp4r/Z7+JFq0eteEdbm02+faQlxsb5J4wwDeVKm2RCwBZHVsciv7GiCRgV+LP/AAdPfsAO0Og/8FBvhxpIHk+ToXxEitY9vmZJWx1CQKmGIJNq7swbBs1XhSD9Bw7jfq+KdKT0n+f/AAQPxZPIxX6JfCL/AIOPP2qfgF+w/wCE/wBlT4WfD3RR4m8L6culQ/ELW5vtTf2fHvW3SOzVEjWaKMxIJZGlV1jO+NmYvX52g5GaOO5x6n0r7TEYTD4qyqxTs76/1sB2fx9/aO+O/wC1H46m+JX7Q/xX1rxdrUzN/pusXhcQqzFjHDGMRwRZJxFGFRc4CgV3H7G3/BPP9rj9vfxb/wAI1+zf8J7zUrSGYJqnia8X7NpOm5YAma6YbNyg7vJTfMyqxSNsGv05/wCCa3/Bu7+zDF8INH/a8/bk+Mel+MNE1Pw/Drun6PoeqtZ6DaWLR/aFmvLxzHJKAgjcqPJSMpIrmVWr6it/+Cndr8SNW/4ZA/4Ip/s26V43m8PotneeNJLI6X4F8JIWKby0Sq1ztIZhDAE81cvC0uGFeLis5UE6eDgny7t6RiB+IP8AwUi/4JufGb/gml8X9M+GHxS1K21mz1zRI9Q0XxLpdrKtndsMJc26M45kgl+VgcMUeGQqglVB879e5/A19Df8FQPHH7dOufta+IPAf7fvxC1DWvGHhe8e2ht5GCafBC6oyy2EKBY4oJoxFICiKzgqZPnBr55r2sJKtLDxdRpu262foB+0n/Bvp/wUZj+K3w9H7Efxb8QL/wAJH4SszJ4HuLqRy9/pC9bME5y9sT8qggGBl2qBA5b9NK/lE+GHxN8b/Bj4gaT8VPhvr0+l69oN9Fe6TfW+0tDMjZGVYFXUjKsjAqysVYFSQf6R/wDgnp+3D4E/b1/Z3034ueF/JtdYtlWz8W6DHMzNpV8F+ZRuJYwuBviYk5QhSd6OF+Pz/LXQq/WIL3Zfn1A90opN6/3hRvX+8K+bAWik3r/eFI0qKpYuv50AOpruE5IOPYV8lftxf8Fl/wBkn9ip7zwfc60fGnje23J/wiPhm4VmtpRu+W7uDmO1wy7WU75RuU+UVJI/Ib9tD/gsP+2X+2Ub7wzd+NW8GeDbrzI18I+E5pII5rdvNHl3U+RLdErIu5WKxMYwwiQ9PWwGT4vHa25Y93+gH7Eftaf8Fkf2G/2Rbu48L+IviO3ijxRb5DeGPBsaX08LjgrNJvWCFlON0byrKASQhwSP58/jN48i+Knxf8WfE630xrGPxJ4kvtUjsWm8w2y3Fw8wiL4G8qH27sDOM4GcVzOz5sinV9nl2V0cui+Vtt7tgfT3/BRD/gopcftlfFD4beN/h14V1Hwgvwv8E6XoWiaj/aX+nS3Fo3mi9DRbfs7CU/IEZmXy1bfuOF7KL/gvN+3rqXj/AMN/EHxjrHhe81LRbix/tfXNL8I6fp2s65ZQXCTPYS6hDB5sMEmzawhCBlYhlZSVPxrp2najrGoQaRo+nXF5eXUyw2tnawmSWeRjhURRyzEkAAckmvqz9n7/AIIlf8FEv2gBb38fwZ/4Q3S7hSV1Tx9dHTdvGQDbbXuhns3k7c96urh8to0YxrKKjG9rvbuB4/8AtH/tlfHL9pj9rDVP20fFmuR6L451HU7O+t77ws0lmNNltIoorY27BzIhjSGIBi5clNxYkmuu/aH/AOCqv/BQf9q/w/a+FPj5+1BrmsaZazJL/Zdnb22nWly6SpKhuIbOKJLnbJGrqJVfaRkYyc/S37V//BCSx/Yq/Yv8Y/tO/EH9oOTxJreg2mn/AGPQdF0ZbS0iuLnULW2cySytI86BJmIASE7lGT1B/R74Pf8ABHv/AIJz/Bq3jk0D9mPQNYuhbrFJdeLlfWBIvJJ8q7Z4lY56oi+1efXzXJ6VOElDmtdRstFa2mvqB/PUB8WPjz8QbrUpIvEnjLxTrFx51/eMtxqN9eysceZI/wA8kjE8FiSSRyelex/Dv/glJ/wUX+K8lxa+F/2P/GULQxbpP+EisV0dXUg8I+oNCrk4PyqSenHIr+kLw14c8M+DNHh8PeEPDWn6Vp9suy2sdNs0ghhXsqogCqB2AFX/ADv9gV5tTiere1OmkvNv9APwK8D/APBvj/wUY8Vw+Z4g8OeE/C7MwHla54oSUj/wCS4GPoexr0zQP+DZD9qm7iUeJ/j98P7NmHzPYm+udv8AwF4Is/n+dftV5x/u1GTk5rjlxFmT2aXyA/JOz/4Na9Qktka//bgijmMeZI4fhyXVW9Ax1Bcj8Aalm/4NaXL/ALn9ucKvbd8M+f8A05V+s9FYPPcz5r8/4L/ID84f2U/+CD37QH7FnxVi+M37PH/BSSbQ9ajt2tp9vwtWW3vbZ/8AWW9xDJqLJNGSEYKwO1kV12uqssX7Yv8AwRE/aM/aet9J02P9on4U6bpugy3dxpei+Ffgvb+GbVbm6MX2iZ/scsryPJ5MWSzMMoMAHJr9I6Ky/tbGe1VR25l1sr/kB+HniP8A4NrP24NKWSfRPij8MtQjTpGdY1COVvoDZbf/AB6vMPFf/BCP/gpz4YuX+yfAO01i3SLzReaT4t01lZVOcqks6SE+g2ZPQA5xX9CVBHHFd1PiTMIbpP5MD+Xvxh+x7+2L8IrS41fxr+zZ8RvDduiXEU2o3vhW9tYdp3Ryr5/lhSGUsDhvmVs8g15mkjwOChZWQ8MuRg1/WgBjtXA/Fz9lf9mr4+NHL8avgH4P8UzRRNHHda54dtri4iU9o5nQvGP90g554rto8Uf8/qf3f8H/ADA/C/RNF/4Knf8ABSP4N6l8afHXxr8deMfhj4a1jTtI8WD/AISg340uLyfLa/OjQTeZKsMQV5ZhCHkLs+9ys8kfrH7ePw08O/tmfsU2v7QP7PP7aui/Enw5+y/4U0PwreeH1+Fuo+FpLbTZhFaw3qSXtxM1xI7xjejlNvlSMNuFjb6G/bW/YA+Dn7FvxN+DPxB/Yf8AE3iv4R+IPHXxp0Xwnq2qeFfFF4x+wXYlMg2TSuGAeGIiNswsBtaNga0P28f+Cfv/AAWG+Pvwl1D4UQft36D8QPDF3cR6jq3h+bwrZ+FbjVZoyHiWZrOFlumUxx486ZVDxxseVVq0WNo1K9OrCUYRT0ulHS9mmknd+d0B8D/8FG/+CmPhj/goD4q+EPxK1j4PXem+NPAvhe00zxl4um1SM/8ACQtGyzNss441S3VbhrqRCJDkXTAqNqkcT/wU2/bmP/BRL9rHVP2kx8Pf+EXt5tNttN07STqH2qQW8AYLJLJsQeY27cVVcLwoLYLNxvx+/Yo/au/ZZuJo/j58CPEXh23imWP+1Liy82wkcgEKl3EXgkJBHCuSDkHBBFeX19Bh8Ng6fLKhsk0tb6PVgfcf/BE7/gpB8Ff2AvGHjfSPjfo+tNpvjr+y1i1XSLdJhYG0N3kyxllYqwuRym5ht+42eP27+BX7THwF/aa8HxeO/gL8U9H8UabJHG8r6ZdBpbXeMqlxCcSW0hHPlyqjjnKjBr+WE8jFb3ww+KnxM+C3i+18ffCTx/rHhrWrXIh1PQ9QktZgp6puQglGHDKcqw4IIrzszySnj6jqxlaX4OysB/Vv56+ho89fQ1+OX7Fn/Bx9438Mm38GftweC/8AhILNfLjXxt4ZtY4b9CflLXFoNsUy5wS0XlFFU/JKTX6qfAz9on4JftLeCY/iJ8CviVpnibR5GCm60+b5omIyI5Y2xJBJt5MciI4zyM5A+NxmW4zAytUjp0a1QHc+evoaPPX0NRUVwgS+evoaY0jFsqabQTjmgDP8XeMvDfgDwtqPjjxtr1vpmj6RZSXmqajeSBIraCNS7yO3ZQoJJ9vpX84X/BTH9ujxB+3z+07qnxQYTW/hfS92m+CdKuAA1tp6MSJHAA/fTE+a/XBYICVjU19j/wDBwF/wUph8capcfsHfBPXoZNK0u9jl+IuqW5LG5u4mDR6arA7dkTgPLgsTIqJlDFKjfloo2jFfccP5a8PT+sVF70tvJd/mAoGBgV9rf8EZf+Cq3gD/AIJj+PvEd58QPgB/wkun+MFtYNS8RaPdhdW023hLny4Ul/dTRlm3NHuhZmCkyHy1WvinnsKajpPHuRlZemV5Fe9iMPTxVF0qivFgf1L/ALGfxW/4JW/tpfGBv2xv2VIfBd98Sjos9jq15DZLY69b28jxGQ3VqwV2OYlRbllYFRIkcpRnB82/Yn/4JoftNfs1f8FGfjF+3X+0n+1RZ+J9J8UaTcjT1sWuLON1muI5v9JglkaOGOzitxDCvmTKI5fvpsZW/nD8J+KfFPgTxNYeN/BHibUtG1fSbpbjTdW0e+ktrm1nXlZI5YyGR1OGBBBBANfYGv8A/Bef/goD47/Y/wDFX7H/AMUPG2n+IrPxRpf9mv4wurMx6zBZsyCa3aWNhHOksKvC7SIZSJnJkPAHzVbIcVT5o0Kl4yXK77pX6AeX/wDBUf8Aa20z9tz9uvx9+0D4ZeT+wL7UksPDMckjHGnWkS20Em1uYzKsXntH/C8zDqK+f6AMDGa6L4PfCjxz8d/it4d+C/w00hr7xB4q1mDTNHtRna88zhFLEA7EGdzORhFVmPAJr6WnCnhaKivhivwQH6sf8GrX7DUviz4meJP29vGejxnTvDMb6B4JkmtxufUJogby4RuGUxW8iwg4Kv8AbJQDmMiv3S6cCvLf2L/2XvB37Gf7MfhH9mrwKFax8L6WsE135ZU310zGW5u2BJ2tNO8spUHCmTauFAA9Sr83zLGPHYyVXpsvRbAFFFFcIBRRRQAVyvxv+D3gP9oD4SeIvgr8TtCXUvD/AIo0ibTdWs2xl4ZVKkqT911zuVhyrKGHIFdVRRqtUB/IH+2n+yl8QP2If2nPFn7M/wASYpGvPDuostjqH2fy49TsX+e3vIxkjbJGVbaCdjbkJ3IwHl/PVWx7iv6Iv+Dj3/gmyP2qf2az+1L8M9G87x18L7GSe8t4EXzNW0EEyXEGTg74PmuIwD0+0KFZ5Vx/O6DkV+k5TmEcwwsZv4lpJef/AAQPuL/gkj4P0D/goF8VfDP7Bv7Xn7XHirRfhh4bt7nV/Cvw8s9QMNpq93HObp4A5bbDIMzzBtjuU+0CNomwx/RD4qf8Fk/gJ+y14g0P/gnt/wAEY/2ZtN+JniCFja2dv4Xt3bRbebdmTa0P7zUJDhpJrjesY3tM87kSBfwLZU6lR+Xr1/Sv2M/4JXf8FPv+CfX7I/7Fnhrwj+zr+zXea5+0Z4r1ZPDl54QsW3XniPU2ljSO6k1OYMttZSPNHiLIEcnmKsRCtMfOzbBcv7xRc10itIp95NdAPSv+DgH9h39nTUf2DLz9uHx98ONO8DfGyGXRZtQOna5541e/upIYLvTmdgqXnlRtLKsqIkmyzXG2IMlfhWDkZxX7ffsE/CLx9/wV/wD2n/iv4x/4K56Ze6hqHwc1K203RPgfH9qsdN0K4uVndp5IInzKGWACKQyuZgz+Y0qLAR8y/wDBSr/gnf8AsqfEP9ifSf8Agq1/wTe8Kat4V8By3TWvjHwL4iZ1k09vtpsVuYleSZ0b7TtjeJHkQrKrqEEcmTK8ZTwclhK0m3da7xV1dJP+kB+bZGRivc/+Ce/7c3xD/YG+P9j8VfCfmX2iXhW18XeHGkPl6nZE87eoSePJaKQDKtlW3RvIjeGZ70h2ng19BWpQrU3CaumB/VP8EvjT8Nv2h/hZovxl+EXiaHWPD2vWYn0++h78lXjYZOyRHDRuh5R0ZWwQRXVV/PP/AMEo/wDgqD4s/YC+JzaD4z+2at8MPEVwg8TaLbgNLYyfKg1C3JIIlRBtaMECWMBThkidP6AvAfjvwj8TvBum/EHwD4is9W0XWLOO60zUtPnEkNzC65V1YdQfzHQgEED87zTLauX1u8Hs/wBGBrVn+KvDOkeNPDV/4Q8QJM1jqlpJbXkdteS28jRupVgssTLJGcE/MjAjsQcVoUV5d7aoD8lP21P+DbpY4b7xz+wx45ZcKZV8CeKrrcWIDEx216fU7FVbgYB3M84HT8wPi98Fvi3+z941n+HPxr+Her+Gdat1LSWOr2bRs6AkeahxtkjJBxIhKNjgmv6qiu7gjI7/AEr8Gf8Agux+3zZ/tWftERfBX4d31vceDfhrczW0F5Dhvt+qHAuZg3/PNOYkxwR5kikrKoH2GQ5njsRW9jUXNG2/Vf5gfCtFAIPSgLJI6wwxNJI7BY40GWZj0AHcn/PrX1gAQCMMM9ua+hP2d/8Agqp+3l+zALSx+Hnx91bUNItRDEvh3xQ39p2Qt4yuIESfc1vHhQNsDRnjgg810v7N3/BGD/goD+0f9mvoPg9J4L0m4UltX+IEj6aqen7jY9ywYdGWEr6kda+7/wBnb/g2l+BXhZ7XWf2kfjXr3iy5glSR9I0O3TTbOTGC0UrkyzSoeQGjaBseleRjswymMXGu1LytzAfOv7Un/BdmD9sP9h/xh+zX8V/gVJpHibXYdMFprHh3UFk0+WSDUbW5kLwzkSW6bYXAxJOSdo4ySP2+s/8Aj2jYHOVHzKcg8Y4PfkV4/wDA3/gn1+xd+zhJbXfwe/Zv8L6ZeWbh7PVrjTxeX8TAAbhd3G+YHj+/XszyPIxeR2Zj1ZjnNfFY7E4OtFQw0OWKbe+7dvu2AbRRRXngFFFFABRRRQAUUUUAFFFFABRRRQB8N/8ABcT4n6D8EvBvwH+Mniq0u7jS/Cv7Q2g6vqVvp6o1xJb20N3NIIldlUvsRtu5lXdgEgc18e/tN/8AByl+0B43LaJ+yx8LNI8F2beckmua4w1O/f5h5ckcbKsEB2hgUdJx83UY5/ZLxr4M8HfEPwxceDviB4T03XNHusfatL1ixjubabByN0cisrYPPIr5Q+O3/BDr/gnb8b4Lqaz+EMvgnUrlkb+1fAt8bHytpyQlswktFDdDiHPoR1r3MvxeWwjGOJg3y7dVr3QH4XfHT9qH9or9pnVU1f49/GjxF4paGRntbXVNSdrW0JxkQW4xDbg4HEaKOBXB1+mn7Qv/AAbV/GvwtbXmv/s1fGrR/FkcaPKuheILZtNuyB9yKKUGSGRz03SGBe5Pavgv49/snftJfsvay2jfH74M6/4XzN5NreahZE2d5IACVguU3QzEA5Ox2GO9fY4XHYCtG2Hkn5bW+QHn9I7BFLE9KUHI60JNLCwmgk2upyrAn5T68EH9a7wPpf8AYq/4JNftf/tvSWviLwZ4OXw94PlYmTxn4mV4LSRQMn7MmPMumPQFB5Ybh5E61+xv/BPT/gkp8A/+Cf8AKfGPhvxBrviLxpcWDWepeJL69e2gkgYqWijs4n8tYi0aSbZTMyuAVcYADv8Agkf+3rbftz/sv2es+IpIU8beE44NK8ZWsbIokkCEQXiIOUjnSMkDAVZI5kUbYwT9Tef/ALP618BmmaZhUqSoVPdSey/zAkoqPz/9n9aPP/2f1rwgJCQBuPYZr4U/4LN/8FSrL9jX4bP8Gvgv4hjk+KHiWzzBLbsGbw5ZtlTeNwQtwwDCBTghh5pyqBX73/gqR/wU7+H/APwT5+F8dtZJa6x8RvEULL4R8MPJuVB8wN9dgEFbZCCMAh5nGxCAskkX8+/xM+Jfj34zfELVvip8UvFd3rniHXLx7rVNVvpN0k8jYz7KoAVVVQFVVVVAVQB9HkuTyxLVesrRWy7v/JAYrzz3U0l1dTtJLK5eWSRiWdicliTySTzk9aKAAOgrr/2f/gT8QP2m/jZ4Z+APwtism1/xZq0dhpv9pXYggRm+87uegVQzYAZjjCqzEKft3KNOPNJ2S3AyvA0GjWfiHTfE/jzwrq2peE7PWrRfEi6TIIZHtjJukhSdlZIZJI0kVGZW+YE7W2MK/Xz/AIKjf8E1/wBnb9vP9kPw7/wUc/4JXaJZz/2L4bt7TXfB+iWeya/0+1hSBU8j7y31lGixvCcPJFGApZkjWXtvC3xI8Rf8G9vwjj/Zn/aI/Yij+IXwn8TapO2rfGTwjdRO2tyT5Hkajp1whjjnWEJEsT3CwSIBsLt5oX1D9hb/AIKX/wDBCzSvFt14p/Z/+I0PwV1Txbsm8Q+DvEFrPommSyKXVWkjDPpcEoHzGS3kVmGA7MAVr5bF4/FTqRxNCDai9GvejJPulswPlX4Bf8EN/wBgn9q3/gmh4T+KPww/a80ex+KFxHDFqnjCTVPO01NXvpkW20W5tZCrwMryRQIEEcskkpk8uTfHEPzE/aQ/Z7+Jv7Kfxy8S/s9/GLSFsvEXhfUfsmoRQyb4pMoskcsTYBaOSN0kRiASrqSBnFfov/wcD/8ABL+w/Z01SH9v39j1zb/D/wAZalBP4m0zw7P+50jUJN0lvqVs0YZFtZmdirfdimkATcs6In58/tY/tV/FP9tP42X37QnxpfTZPE2qWVrb6ldaXYrbx3HkRLDHIyKSN/lqoJGAdowAAAPRympiK0fa+05oSvo94u60A83JwMmv2e/4Ncf+Cdpnn1L/AIKKfE7Sdu1bjRfhrbzRgA8mK+1EZyc/etUYMB/x9Bl+6a/M/wD4J2/sO+Of+ChP7Vnh/wDZ08ISzWlldP8AbPE+tQqGOk6XEy+fc4ZSu75lSMHhpZI1OAc1/WB8Lvhp4K+Dnw40H4U/DnQIdL0Hw3pNvpuj2EJJW3toYwkaZbLNhQMsSSTkkkkmuPiLMPY0fq8H70t/Jf8ABA3qKKK+JAKKKKACiiigAooooAbLEsq7X9c1/Nn/AMF+v+CXE/7CX7Q6/Gf4U+HWh+FvxFvpJdLFvbkW+haoQ0s2m5UbUVgGmgX5cxiVFXFuzt/SdXm/7Wn7LPwo/bN+APiP9nX4zaXJcaH4isfJkkt3Cz2kykPDcwsQQssUiq65BXK4YMpKn0MtzCpl+JU18L0a8gP4++teh/slftCa1+yj+074D/aO0PSI9Qk8HeJrbUZtPkwPtUCviaEMwIRniLoHwShYMASuK1P22/2PPi3+wl+0frv7Onxi00JeaXJ5ml6lDCy2+r2DZ8m9h3Eko6jnk7ZA6HDIQPKCARgiv0fmp4mjo7xkvwaA/p0/Zl0z4WftHftUP/wVz+A37YFhffDrxD8LYvD/AIm8H3dnGn2OaCU3CvcS+cotpoQzblljZ1DyAP5ci7fg3wTrOt/8FJ/+Ci3xo/YP+AHjDxFqn7J/jTxvB4g8Z3nhexhuLSzuIQl1O9teTsEtYL/VoJZA8QkaYjdGhQyMPyCsE0661KC213VGtLOa4QXd55e8xIWG6TGfmI647kV/Rf8AtffHL4cf8EXf+CVGjeJ/+Cc3wt8PapouqTWdvoviWfVIDbyteW5dNZmbcH1OWVUTATgKQ52wxCM/LYrB/wBn1Ixg+aU/djdWUbNWbfVroB5t/wAFDv8AgmR/wRp/4Jwfsa698TvGf7KXibxPNNrM8fh6bTvEOoi8t727VxbwNdo/lW9pCoCqbhJQdgLLcTv+8/GTx5+xl+1B4B+Ami/tZ+KfgXrel/DvxRqcltoevTqHR/8AnmzqD5kaSHcI5HVUlKN5ZYAE/s7+wJ+y5+2z+11+zbp/xa/4LKfG2+Hwv0O5ufE+l/D/AMRTxWTaqrO1yLzXZcJiwtzmaC0cqgGA4SCFIm8c1z4C/wDBR79sv4IX37E//BPzU75v2UtW164bwR44+JTC2kGlWwimGnC4cyXs2lC6ytq/2dpmVNjuIYmAeAxksLJ06lRSal70m3y2/u3+0M/HUEMMqeD3FfZX/BKL/grD4w/YP8WxfDX4kG91v4W6reBr7To08240WZmwbq0GRkckyQ5Af7y4Ytu8X/bb/Yf+MP7AXxh/4Ub8cNb8L3muLZrdMPDOuLeKsTfcaRdqSQlh8yrKiMV5xivHevFfSzhh8dh+V2lGQj+rL4bfE3wD8XvAul/Ev4Z+L7DXdB1qzS70zVNNm8yGeJiQCD2IKsrKcFWRlIBUgbhmjAyWr+dH/gm1/wAFQvjH/wAE/PGf2C2M3iL4f6peCTXvBtxcFVRjtDXVoxyIJ9qgEY2SKoV+Qjx/u58EP2uvgh+0Z8EX+PvwR8STeJNHt7aV7iz02xkmvobiKPfJZvbIDILkDpEBufchTcrozfAZllVbL6mmsHs/0fmB88/8Ftv+Cga/sg/s5SfDP4fa00fxA8fwS2ejtaz7J9JsQMXF90JR8Hy4idh3uXUt5LKfwr+E3wf+Kvx28ZwfD74ReA9Y8Va9dcpp+i6e08rDIDSMqLhEBOWc4RRySAK/XKw/4I+/Gv8Ab9/aI1T9r3/gof4lk8J2WsTxjRfhn4e1Jby803TI2PkWct4wMcQCAF1hVjK08shaGQkV9+/Af9m/4GfsyeC4/AHwI+F2k+GdMVV82HT7f95cMARvmlfMk74JHmSMzEcZxxXq4fNMLlGFVKmuab1b6Xt+NgPyo/ZF/wCDbz4meLltfFn7YfxIj8J2T7Xk8K+GpI7rUSMNlZLghreE52EbBOCpbO0gA/pV+zP+wB+yD+yJp8MfwK+COk6ZqMcTLN4iuozd6nOWAEha5mLOqvggxoVjw5AQdB7JRXi4vNMbjPjm7dlovuAeJnAxR57+gplFeeA/z39BR57+gplFAD/Pf0FHnv6CmUUAOaVmG0im0UUAFFFFABRRRQAUUUUAFFFFABRRRQAVS8ReHPD/AIu0O58NeKdDs9S0+8iaK8sb+2WaGZD1V0cFWB7ggg1doppuLugPiD9q3/ggj+xb+0GbjX/hdYTfC/Xp87pvDMIk02RifvyWLkIAF42wPBnjO7k1+YP7Xv8AwRt/bX/ZGivvE154D/4TDwnZRyXEnijwiGuUt7dQWaS5gx51vtQFncqYUwf3rdT/AEO0hUEMCPvLhvf/ADmvYwmeY7DNJvmXZ7/eB/NV/wAE7f20/Ev7DH7TWi/F/TZbibQp2Wy8YaXDn/TdOkILjHeWMhZEHGHjCnCs+f6RPB/i3w54+8JaX468HavDqGj61p8N9pWoWx3RXVvLGJI5EPdWRlYexFfL37a3/BG79kT9shbrxIfDI8FeMJkdl8VeF4UiM0pLENdW2BFc5ZtzOdsrdPNArN/4JifBv9rD9ii31D9jv4/2dtr/AIQs2m1D4e+P9GVnh8tnDzafcqx8y3YNJ5sYkG3LXCLLJsULrmmKweZU1Xp+7NaNPqvLuB9ikgdTXyv/AMFNv+Covwt/4J8eARp9vDB4h+I2s2rHwz4TEuFjU7wL28IIMdqGUgYO+Z1KJgCSSLgP+Co3/BZf4d/saW+pfBj4Ly2fiX4oeS0dxayL5ll4ebp/pZBG6b0twdy8NJtUoJPw3+JHxI8f/F/x1qfxL+J/iu81zXtYumuNS1TUJd8s8hAGT0AAVVVVUBVVVVQFAA1yfJXipKtXVorZdX/wALPxd+L3xM+PnxM1j4wfGHxfda74j166+0anqV5tDSNtCgKqgLGiqoVUUBUUBVAUADna2PAHw+8b/Fbxppfw4+G/hi+1rXtavo7TStK023aae6mc4CKoGTn16AZJwATXsn7c/wDwTV/as/4J66h4fg/aH8I21vZ+JNNhn0/V9JuvtNn9pMYaayMoAH2iIkhlAIYDchZSCftHVo06kaTaTey20XZAeCKkjhjEm4qMkD64/mQPxFfu7/wbvfBL4Qz/APBMrxP8dPgD4C8Ka58c5dR1qze88T2wlWz1SKPdp9m8g/eQ2xT7LLJ5ZUkys3LKu3nP2G/gd+zX/wAEj/8Agk5pv/BUH4q/s72vxE8feJNL0/VUuFEcx0yC+mWOyghlmV1sl8uWJ5pQpdpXZPmURov09+zf8af2fP8AgoX8G9c/a+/4JovpvgH4uaTG1vqWnahpMMDXd0gaSKw1u3gO26tJyHEd0CZYQZWhkjcXER+XzfMJYqjKEIPkUrc19G10fkBzP/BOf9tv9rv9p+0+Kn7Ov/BVz9j5vC+n+EdDmvNb8Ua14VktdGvLP7k9tdpcb7eX5N8qyxM0UkSu21diu/wl/wAFmv8Aghv4G/ZY8IzftvfshahPrfws+220/iTwjDfiSbSLaeRRHPaXREnm2r+ZGgLK7xb0kYzIXaP3T4Df8FiPj3/wV+vb79g3SvDngn4QSeJvD81l4y8aX3iR5ru7sSuy6ttJsJQrC7kR5AuZJvKjEkjZMYrnf+CpX7Sv7P8A/wAE1P8AgmlZf8EfP2fvjDefEDxZfW8llr2oX12kz6Hp0l4bqdZtgKRyvu8qO2+9HExkYhhG0uGFji8NmKjTXLKTV4K7jy21d9l3QHzr/wAFI/8AgtJ8Pv2mf2H/AIe/sJ/spfCrxB4L8J6PpOmw+KYtev0uJBHp6LFa6dBKGJngVoopzO4jkdo4vkT94p/PbT7DU9Y1O30fR9PmvL28mWK0tbeFnkuJWYBY0VAWZ2JACqCxPQHpUROOa/Yf/g2y/wCCTcni3W7H/gon+0B4bX7Bpc2fhfot6oK3NwrMr6s6dcRkFYA2MuDMANkLt9BUlhclwLlFdW0n1b/r7gPu3/gh/wD8Ey4v+CeP7L0dx46t9vxJ8b+TqPjhlYH7GAjfZ9N4ypFusjbmUndLJKQxTYB9sAY4FNRFjXaop1fnletUxFZ1Zu7YBRRRWQBRRRQAUUUUAFFFFABRRRQB8d/8Fi/+CWHhT/gpT8AZLLRPsenfEjwzHJceBdcmj2q0hGZLG4cc+RMFA3YJicK4DANHJ/Mb4+8A+M/hX431b4a/ETw3daPr2hX8ljq+l3se2W1uI22vGw9QR24/Cv7Nutfmj/wXn/4Iu2P7aPhGf9qX9mrwzBB8XNDssalp9viNfFtjGDiFh0N5GP8AVSHBdf3LkgRGL6LI82+qyVCs/cez7P8AyA/ngZQwwRX0v/wTa/bR+Hv7O/7TPw/8Qfte+HNU8f8Aw18H6hcTaP4dvtSnubXwzdXDIzana2RYwySI6CQxlfmPzrmVIjXzbeWN/pl7PpmqWU1rdW0zRXFtcwmOSKRSQysrAFSCOhFRgYr7StRp4mk4S2f3/J9AP2C+LP7Tn7V//BxN+05J+yJ+ypqF94D+AXhi4jvfGWtycS3sKykRXV2qsA5Z0JtrIMAzR+bIf3YaD7c+Jv8AwU4/4J0/8EkE+H37BPiL4ga9qEugaDFazTRtJrE+g2iwF7Zr5txkV5sKscMaHy0ZD5cMJhDfjp/wRc/4Kxxf8Ew/ip4htfHPgibXPAnjqG1j8SLpgX+0LCa2Mvk3NvuZVkAE8qvExXcGUq6lMN91/wDBGn9kX9nb9v39sT4qf8Fbde8BNa6PH8ULwfD/AMGapfNdiDUvKhu5tTujIz5m3XEciRgmOGZpGRdsUBX5PMMFTw/MqsWqMF7trXlJ933/ACA+Iv8Agpp/wTK/a28I6dq3/BRa9+E+vWPgPx9r0+ptpPiTXn1DxB4ZjuZQbX+12ddymUOpyGlMO5Yp2Eo3SfDwz3Ffs18RfEX7QP8Awce/tfn4SfD19a8Hfst/DfVlbW9cCmGTV5wzAt5bcNeSBW8mNlYWsUnnONzrHL5j+35/wQ/8F/E79rrUvhP/AMEmNCutR/4RnSbST4kaLqOqD+y/D15PNFFDBHfXEhZrgxNJdS2zbmjjhYqSZUhT1MDmlOlTjRxDSla+m0Y9FJ9/63A/LOvSv2VP2u/jv+xd8So/il8C/GMlhceWsWpaXMpksdUt1OfIuYcgSKP4SCHQncjI2GH0N/wU4/4I5az/AMExPB2j+IviD+1P4R8SX3iC8aHR/Dun6fcW2pXKJjzp1ibegijDKGkZwCzoADnFfF/JGDXq06mFx1HmXvQenk/vA/oW/wCCe3/BXL9nn9uawtfCFzeQ+EfiE8ZM3hHUrxW+2uAzM9lKQouF2qXKYEqANuQKu8/WQYE4Br+T3T7+/wBJvIdS0u+mtrm3mWW3uLeUpJFIpyrqy4KsCAQQcgjNfpN+wJ/wcHfET4ZpZ/DD9tSzuvFeirtgtfHFnGDqtouMBrqPhb1QduZMrNtViTM7AD5fMeHZRbqYXbfl/wAgP2corj/g58d/hL+0F4EtfiZ8FfiFpfiTQ7zAjvtMuN+x8DMcicNDIMjdG4V1z8wFdV5z18tKE6btJW9QJqCccmofOehpGYYNSBLvX+8KN6/3hUFFAE+9f7wo3r/eFQUUAT71/vCjev8AeFQUUAT71/vCjev94VBRQBPvX+8KRpFAyDn8ahooAk8//Z/Wjz/9n9ajooAk8/8A2f1o8/8A2f1qOigCTz/9n9aPP/2f1qOigCTz/wDZ/Wjz/wDZ/Wo6KAJPP/2f1pHm3Lt21FJIsS73PH+6TivmP9uj/grJ+yx+w3a3XhzxB4hXxR44jibyPBXh+4Rpo32/L9qm+ZLMElfv7pMHcsUgVgNqGHrYmoqdKLbfYD6O8W+LPDXgPw1feM/GniCx0nR9MtmudS1TUrtIILWFQS0ju5Cqox1JH9K/JH/gpD/wX21bxrFf/Bj9hK/utL0uSHytQ+JEkLQ3tzuyHjsI3Ae2Xbx9oYCU7/kWJkDn47/be/4KT/tM/t4eIhL8UvEaad4btZvM0nwdohePT7Ug/LIwYlp5sf8ALWQkjcwQIrFa8BChelfZZdw/Tw9qmItKW9ui9e4CzyTXMzz3NxJJJJIXkkmcszMepJPJPueTSDgUVtad8M/iXrXgy++I2jfDvXbzw7pZZdU16z0maWys2AB2zTqpjib5lwGIJ3DAORX0bcI6tpdOwEnwu0X4ra94702D4I6V4gu/FVvdpcaKPClvPJqENxGwdJYPIBkWRGAYMvKkAggiv3U/YG/b0+Gn/BVf4P6p/wAEyf8AgqJ8P49N+KAsTEbPXrE2E3iCONCRdW6SKrWupRcyNGgGQPMjBQyxQx/s6y6V/wAEkf8AghZov7Xn7MnwR0fxd428R6HpWs+MNY1GNty/bWRme5MRWV7e0EggWBXUKdzllLSseu8M+N/gB/wcKfsI3vxF8J+Ej4G+NPw+kd/DmpWeqbdQ8J69GvnWssN6iLK1nMyoTwrDY+3bLDHIvyWYYyONvJ07QjLlU+qfe3YDmfh58c9C/wCCM3huT/gnJ/wUl8O3XiT4Cawt/H8M/ilJ4fbU7KbT52eWbR9Uto43dpAZJDwsmQ+AvlgFPPf+Hj//AARc/wCCUHwe+Ilx/wAEvnn8RePvHwie30+H+1ri0t5kjnFrJcTahgJBA08zGGNmnfeFbAIePw34h/8ABwj4b/aN/wCCZWu/sy/tXfs/2/jb4oXVuum2etXESQ6ZdLtPl6vJ5bLJDdxEAmOEIrvh1aNXaOP8u44wqBcn8Tnv/n/63StsHk8q/M8TeOuqT92X963mA6Sa4uZGubqXdJK2+Rj3YnJPU9/c01lC/P6Dk/SndBgV9Ef8Ez/+CcHxh/4KUftA2/ws8CRSaf4c01ornxt4skg3Q6PZlscZ4e4kIZIos5ZlYnCRyFfpKlWlh6bqTdkuv6f8AD1b/giV/wAEnNe/4KR/GpvGHj+yu7X4SeD7yNvFOoxSNH/a1yAsi6XC6kHLoytKynMcbA5VpIif6X/DHhnw/wCDfD1j4V8K6La6bpum2UVpp+n2NskMNtBGoWOKONAFRFUABVAAAwABXJfs1fs5/Cz9lL4K+H/gP8G/DUel6D4dsvs9pbq255GJ3PNK+AZZpHJd5G5Z2YnrXeV+c5nmNTMK938K2X9dQCiiivNAKKKKACiiigAooooAKKKKACiiigAprokgw6BvrTqKAPyd/wCC8f8AwQ2P7Qdtqn7Zn7HvhNf+E+hgafxl4P0+BV/4SSNeWu7ZeMXwA+ZP+XgD5f3uRN+C8sM9rK1tdRNHJGxWSNwQyMOoIPII6EHkGv7SJEEiFG6Gvyv/AOC4H/BBnTP2oV1T9rL9jrw5bWXxIVJLjxJ4ViZYYPFJ6+ZEThIbw4OTwsxbLYf5n+pyXOvY2w+Ifu9H28n5fkB+AhUdcV9L/sA/8FY/2uf+Cc0OqeGvgf4g0u88M65d/adU8M+IdL+2WZuNgQ3KKskTpLsVVO2VEYKu8NtUr8563omteGNauvDXiXR7rTtS0+5ktr7T763aGe2mRijxyRuAyOrKVKkAggg9Kq19bWo0cVT5Jq6eoH7u/t4f8HEvwks/2WvC3hP/AIJ26tca78VPiNp6wwzSaMq3Hhl3cwuZoNpV9QaYOsUKhkJxNl42hFx3v7H/AMOfBP8AwQV/4J2eJf2i/wBsn4g6rq3jfxjqEeseJNG/tprj7XrTxEw6bah2aOS7YbvPuskuVdmcwwps/AX4SfE/xX8Efiz4X+M/gV7dda8I+IbPWtJN1AJIvtVrOk8W9f4l3xrkZGRkZr9HP27/APgqv+zR/wAFibL4A/A7xZ8E9Q8H+JP+FhW1r4y8TaprDNZ+H7G7lt4bl7IxyKLkSqVZnnjUwi3KqG8xpB85isnVLkoUk3Tk25tat21S9LDPTf2vP2afjj/wcT+I/B/7Un7J37O+n/Drw7pvhf8As+88ffFLWJrWbX7gSlzZW8Vqk/mW1q7yqtz5QErySJuBh2D87v26f+Ca/wC1j/wTw8U2eg/tEeCIo9P1N3XRfE2jztcabqDJjescpVSjjn93IqSELuClCHP7zf8ABSP9sT9mH9l7/hEf+Cffxf1r4gfCPwX468KfZvD3xT+HZaxtvDZtJY0hsklj3SImxNsgRCI4njDYjlZ4/Bf+Cqfh/wAH/s7/APBvpp/wY+Kv7Sdr8WNZu7rS7bwF48vx9rn1uZtWF5HNBKZJiqpponjEgkI8tdgfDhW58uzLEUZU4KP7tuyVm3bvfuuqEfg3QcdxSO6xoZHOFUEs3YYGT+nP0pcjG7t619jsB23wF/aS+O37LvjdfiJ8AvibqfhnVNgS4axmHlXce7d5c8Lho5kz822RGUNhsAgEfqN+xn/wcb+A/EFnD4N/bZ8EN4f1BWI/4TLwxayz2EiDOGntMvNC23AJiM29txCRjAr8gyR3NAHy7gOPpXFi8twuOj+8jr36gf1QfDH4sfDH40+E4fHfwi+IOjeJtHnbbHqWh6hHcxb9qsULISFYbgCpwQeCBXQV/LT8Ivjv8Zv2f/FH/CZ/BL4ma14X1NofKmutGvnh8+PcG8uVQds0ZIBMcgZDjlTgV9/fsw/8HH3xt8GeRon7U/wtsPGVv50cc3iLw+V07UimWLySx4NvcHlQqoLcZQlixII+TxXDeIoycqD5l26gfsxRXzF+z/8A8FgP2Bf2iIoINA+O2n+HdTki3y6L43UaVPES7KsfmSt9nlc7d22KWQ4dc7TxX0xDfWdxCLi3uo5IyqsHRgQQehyOx7eteFWoVqErVIteqAlopqzRONyyKR6g0eYn96sQHUU1pFC5U0zz39BQBLRUXnv6Cjz39BQBLRUXnv6Cjz39BQBLRUXnv6Cjz39BQBLRUXnv6Cjz3JCheT04oAlorkfiz8cfhH8DPDq+KfjL8TvD/hbT5G2w3Wv6tDaLMw6ohldd7/7IyfbPFfE/7Rv/AAcO/sg/CqSbRvgl4c1z4lajHjbc2cJ03Tt27ayNNcr525TzlYGRh0eurD4LFYp2pQb/AC+8D9BvmPCjntXz/wDtcf8ABTX9jv8AY0tprL4q/FOG71+KMuvhDw7i81RmBHyPEGC25KkMDO0asMhSxBFfjn+0/wD8Frf26/2lrabw9Z/EBPAfh6ZPKfRfA6vZvNGGyqzXRZrhzgIrBXSNxGp2A5FfJK4UBS2dowM+lfRYXhqXxYiXyX+YH3V+2n/wXm/ai/aKa78HfA0v8MvCcy+UDpd75msXcefmMl6AphDAD5bcRkZZWklHX4YlkkndpJpGdmYszMxJZiSST6nJJ/E+tJR2Jx0UsfYAZJ/AV9Rh8Lh8LDlpRS/rqB0Hwu+E3xM+N3jrT/hl8IPAmqeJNf1KbZZaTo9k888n95tqAkKq5ZmOFVQSSACab46+FnxF+GPxH1X4QePvB19pvinRdWk0zU9DkhL3EV2j7DEAufMJb7pXIcEFSykE/RX/AATF/aM/ae/4J6/GXTf20PCHwf8AF+pfDqNv7N8dXltoNw2nX2myTRiZPtGFh85CFaImRQsoAJ2vIG/dr4qeAv2NPhz4r1T/AILj+DvB58UahY/COa5+0aJaxyf2rarDHLDex7wGiuBbKYGnYbhbttbaiMp83HZrLBYhR5FKLWlnrzdn2A/Ef/gkX/wS/wDh1+39+03r3wC/aQ+MeqfDu60DR/tg8JxaebbW9X3KciBrlCkIizFK+Ud3R8KijfKn7I2P7ZX7Lf8AwTD+JvwV/wCCTnxU8Gf2fY6r8ObC1tfHkdjDb6LPfNJPaMlxGxLK1xNBLI8mXAa7QyEqzyLy/wAa9P8AAf8AwWW/Yw8N/wDBQf8AYF1GfQ/jf8PLp73wDeeZbxX1lqFswe40C/3b0Mc0bZWN2EbGaJyfJllSTzL9qH4j/sc/8Flf+CTOpfGX45eOfDPwx+JHwwSSPUb3XFltz4X8RKhV7N4mRriWyvfKASNI5XbamEe4t2iXwcViJ5hXUqqly35XFbwlsmu6fp5DPTPjT8dbD/giFqEnw1+KPwlvvF37LXji+uP+EYHh/TIpZfAd5dF3u9FmglKxXOnTM0s8GXV41eaAJMsaEfJP7QH/AAW9/YB/Zf8A2d/FXwW/4JJ/Aq68P+IPHUk02oeJho32Cy02SVCjTxI8jSySxgsIYtqQRMRIodVMT/Hfxw/4LUftifH39iPQ/wBhnxzfaVPo9jbRW3iLxLPYibUvENvBIslqk0kmVQxeXFmRVE0hiUtISX8z5HJyc16mBySPLzYm/Nfo9JW2bXcQ1V7kfh6U4YXikZ1QZdsD1Pavon/gnF/wTS/aC/4KS/GWPwB8KrNtL8PWEiP4s8bXlszWmjQEZ9vOndQfLgUhnPJMaBpF+grVKdCm6lR2S/rQDL/4J+f8E+fjl/wUY+OVv8H/AIP2gtLG22z+KfFl3CzWeg2hYr5soBHmO2GWKEENKwPKKkkkf9P37F37GfwT/YT+AWk/s+fA/QvI0vTv3l1fXW1rvU7sqoku7mQACSZ9oyQFVQFRFREVQv7GX7GHwE/YR+CFh8Cv2e/Cf9naXb/v9QvJ8NdapeFQJLy5kAG+Z9qg4AVVVURURFUes1+fZtm1TManLHSmtl+r/rQAoooryACiiigAooooAKKKKACiiigAooooAKKKKACiiigApGRX4YdOaWigD8/f+Cv/APwQv+F3/BQTTrn4zfBs6d4R+LlrbD/ibMhSz8RKigJBfhFJ3hVWNLlQXVMKwdUjCfzt/Gn4M/FT9nb4m6p8G/jZ4E1Dw34m0aYJqOj6jFtkjzkrIpBKyRMBlJUZkdcFWYEE/wBk1fOX/BRD/gmN+zX/AMFHvhsfCvxm0E2uvWEZPhnxlpkSrqGkvkMUDHAmt3I+eB/lbO5Skixyp72V55UwMVSq6w/Ff8AD+UCmyRJKpSRQytwyt0PtX0l/wUO/4JZ/tSf8E3PHsmkfGDw42peEru8EHhv4gaXAx07U8xmRY2J5t7jCyZgkIb907IZIwJD83gk9RX3VGtTr01Upu6fYD9HP2R/+DlH9qz4EfCQ/BX9oH4Z6L8YtIgsWs7C88RahJbX5gK7PJuZ9kq3cezK/PH5jAkNIwPHw38dPjtrfxl8RXh03w9beFfCS61e6j4d8AaJf3b6ToLXRjM4tY7iaTyvMaKNnCkKWX5QqBETh6CSBkVjRwOFoVHUpQSb/AK9EB+w3/BAT/gnF+zLpv7MviP8A4Kd/tqeHNJ1nRdN+3zeGLPXtN+2WOn6fYA/atTeDDC4k81JURDGWj8gsm5pV2fS37Onxm/Yv/wCDjn4d/FLwJ8Rv2SG8PjwJ9lsPDviy6mt5tTtYbsXJhmtrlIQbaVTblpLcNLCQyBvNVmU/HH/BIT/gp1+x8/7DHiL/AIJaft6eILjwp4Y1K31C10PxZbRyeSbG+kaSW3kaNHMM6XEskiSspiZXw4URYl918f8A/BSL/gmX/wAEeP2MdW/Zx/4Jn/EC18c+OtY86TT9SsrhNSAv50x/aV/eJGsEnlKFVIIwdzRxxmNFd5V+UxlLFVMXU0k5uXuNfCo9/wDMZ4D/AMEgv+DfrxN+0D4psP2kP2o7/R5/hjpHijVrJfDsVzL9p8QyWE32ZJEaI7Y7J7lLjducSkWu0KFlEix/8F2vCn/BHDwFpOv/AA2/Z7+FWs+Dfjl4W8RW2mDSND0W40vTbu2KB7i6lSePyJoFUsiyQBJZJzGxMkB3N9qaD4qn/wCCB3/BD+y1XXo0uPiTqjLLb2WsXUk8U/inUx5nklRIV8u1hjYukbIsospGBEkxY/h7+21+2V8Wf29P2g9U/aN+Mos4NU1C0tbW30vSvMWx023ghCCG3SVndEZg0pBcgySO3fjuwP1vMMwdeU37OLaVna9n26oR5v4M8GeMviR4qsvAvw68H6p4g1zUpCmn6LoenyXV3csAWYRwxhnfCgsQoJwKo31lfaVqNxpGq2M1rdWszQ3FvcRFJI5FOGRlPKsCCCCBggg1+sn/AAatfsbT+OPjN4s/bf8AE+hLJp/gu0Oh+E5riHhtUuY83MqP1VobRghUjDC+H92vKf8Agt/a/tE/t1/tUeN/2qvg18A/EGufCX4cz3Hg6PxloehvPAq6XG9xfXUxh3YgSaWfFywWPylj+c4wPSjmcZZk8MkuVLV3tr2A/O3o6uOqtlfY13/we/av/aa/Z+Ii+C/x08UeHLX7d9sk03TdYlWzmnwF8yS2z5MrYUDLKc4FefeapGQQfcH6/wCB/I+lfRX7J/8AwSj/AG9v22/h1dfFn9nD4GtrXh+3vjZx6lda1Z2CXM6qrPHF9qlj8zaGGWXKg5UsGG2u7ESw8KfNVaS7u1vxA9o+Ff8AwcO/t2eCVtbD4gaf4Q8bW63XmXl1qmimzvpItoHlI9m0cCcjIYwMfmI5AAH0j8Nf+DmH4O6luX4x/sxeJtF2xttk8M6xb6p5j5XGVmFrtXG7oWP1zkflZ8dPgR8W/wBmn4o6p8F/jj4HvPDvibRZVTUdLvCjNHuRXQhkZldWRlYMpKkMCCa5HJ7VwVMnyvFRvyLXqgP3y+H3/BeP/gmv410yG71n4war4avJBmbS9e8J3pmtzkDDtaxzwjr1EjD1NereE/8AgpZ+wD41ga50T9sH4exosgjP9peKLayO49Bi4dD+lfzaiIAbQBj2o8oDoK4ZcM4J7SkvuA/pz079sT9kfWZ4bbRf2pfhzeSXBAhjtfHFhIz56YAmya7Ox8b+DNTtVvdN8W6ZcQt9yW3vo3VvoVJr+VnZkAFV+X7vtTkARdqjH0rB8L076VX9yA/qO8UfHP4KeCLZrzxn8XvC+kxq21n1TX7a3APpmRxXK3n7dH7FGncaj+198L7dv4Vm8f6apb6Azc1/M0VVhgr1pPKGc/0px4Wo/aqv5JAf0U+MP+CvH/BODwNu/tz9qvQJtkhRv7HgudS7Zz/okUvH+10968m+IH/Bw5+wL4L1h9N8NWHjjxdF9l3LfaH4fjggEvP7tvts0EoI4z+7Iwe/Svwv2sOp+9+tA+UfMMDtXTDhnAR+Jyl/XkB+o3xJ/wCDmPx5cabc2Hwd/Za0myuiALXU/FHiCS7UcjJNvBHD15H+tPWvmT44/wDBaT/goj8b7m+hb43P4R0y8l3xaT4Is008Wg242xXI3XYHX707HvnoB8rUV6FHKcvoawpq/cC94q8T+J/HXiG68W+N/Euoa1qt+ytfanq19JcXFwwUKC8khLMQqgZJJwKoKqou1RgDoPSkDbuV5AXJI7D1/Q16Z+x18SPhX8If2qPAfxC+OvgLSvEng3TfE1ufFej63pjXlvJYMfLuGNuAfOdI2Z0Qggui5B6Hul+6pvlWybtsAn7Of7Hf7Uv7W/iEeGv2cPgR4k8WTLMkV1c6bp5+yWbMMgXFy5WCDP8A00kXPbsa+gP2x/8Aghx+1/8AsN/slWn7Vfxuv/DskMmvWllqugaDeSXU2jW9xE2Li7m8tYRtnCQlYmlXdNGRI2cV+y37Ev8AwWx/YG/aY/aZsv2HP2W/C+paXZx6FdN4Z1ObQY9O068e2RJRa2dqh8xV8j7RJmRIMfZXAUllJ/OH/g5g+Ln7bXgX9q28+BXj345a5J8IPFOk2Or+EfDliBb2EsK7VmtrnyEj+1SR3cLyAStKyJJAwYHGPnaOZZhicdGk4KCtzWe7Xl5gfI37K/8AwSf/AOCgH7Zvg9fiF8A/2eNQv/Dskrx2+vapqFrp1rdbDtdoGupYzcKrho2aIOFdGU4Ir6m/4JHf8Ef/ABlYf8FQoPgj/wAFEfgVPYQ+GfBN14qsfDOsCO4sNeeK4tLeP97Czw3UKNdiR41dhujVJFKsy1+nn/BQP4V3918BPhT42+Bn/BQKP9nX4I+AdNTUNZ1LwtAQdRsgtnHpdtBsZC0O0yRiEl0kaeEGGYhVHif7Uv8AwVE8d/Fb4QaJ+2h+xj+zBq3iDwd8I9Wm1OT44eOdTtNEs9Rt4i1pf2dpaMPtN3FdozW5URx+XciE+WXhQrxzzbHYym4QSSnePVOL6Xb0u+y1A83/AOClf/BeL9p39l79q/x9+wd8Fv2c/CtvHp9rYaH4Jv8AUIJJrpJri3hb7T5O4wTRNFcBYYCoCsEaQupMB6j/AIJEeJ/2ov8AgnXd+Ff2B/8AgpR4Y0fQtB+Nt1rFx8LdMuLy3nXTrxHiN1pUsdvut7eG7+1B4Igceb5kZUPOqrH8Qv8AgqH/AMG9f7WOp+Ff2tv2k/Blz/wsjwnbJcafouoeG9UOoRTwyGWKCQ2n+g3oEgLR/aJHQbjkJuYH82/+CuP/AAVP8U/8FNPj/pPjnRdDu/Dfg7wbayW3gjRbqRTeQmRlea9mePhZ5fLhBRGKRiBFG4hpZKwuDliKaw/sXT096TX2ls46/f5XGfQni39quz/4IFf8FJ/ih4F/ZU1bw58Rvht4m0rzpPBcevFhoN4xm8m1llUSGO4tJdylTuMltMA5807ovz5/aN+PHjP9p745+KP2gfHul6PYa14u1ltV1Sz8P2H2WzjuSCC0ceSecklmLO7MzuzMzMeLACjAFFfSYfB0aMudq87JOXe3UQc0E47VJZ2d7qN7Dp2n2U1xPcSrHb29vEXklc9ERRyzHsB1NfsF/wAEl/8Ag2y1vxjJpv7QH/BRfRp9L00MLnR/hcrNHdXa4+VtSdcNAv8AF9mQiXO0SNHteJljMdh8DT5qr9F1fp/mB8p/8Em/+CKHxs/4KS63b/EHxQ954Q+EtteNHqXitoNtzqexyHg04OrLI+VKNMytFGd2d7r5R/o2/Zz/AGavgr+yj8KtL+C/wH8A2Xh/w/pKt9ntLMEtJI2N80sjEvNK5G5pHLMx6k4Fdb4a8L+HfBug2XhfwpoVlpmm6bZxWun6fp9qsMFrDGgSOKONQFRFUBVUAAAADgVfr4HMMzxGYVLydo9EAUUUV5oBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQBz/xN+Fnw8+M3gy++HXxW8Gab4i8P6nbtDqWiaxZR3FrdIcHDo4IOCAR6EAjkAj8Sf8Agp3/AMGy/jP4dPqHxn/4J6G417QVMlxffDfULvdqFiu7IWwmc5vEAJxFKRPhFAe4dyB+61I6JINrqGHvXZg8fisDPmpPTquj+QH8X3iHQde8J65d+GvE2jXWm6jYXDW99p99btDPbTKcNHJGwDI6ngqQCCCCAQRVU81/VN/wUH/4JB/sef8ABRXSjqHxT8G/2L4whi8ux8eeG1S31KNQAAkpKlLqMAYCTK2wFvLMZYtX4Q/8FAf+CGv7a/7BBvPF9x4abx98P7WV/L8b+FbVnEEI3kPe2uWlszsT5mO+FWZVEzM2D9pl+eYXFtRk+WT6Pb5MD43AxWx8OviF4r+EnxC0H4qeA72G01zw3rFtqmj3k1lFcCG5glWWNjHMrI4DopKspBxyMVjKwYZH86UgHqK9qUeaLT6gfTH/AAUU/wCCqn7Rf/BTAeCj8cNN0PTY/Bun3EcNn4etpIYbi6nkUy3LCSSRgxSOJdu4qNhKhdxFfNNrbXV7eQ2FnA801xMscMMaktIxOAowDyTTQMdBVrRda1nw1rNp4j8OavdafqFhdR3Njf2Nw0M1tMjBkkjdSGR1YAhgQQRkVnRo08PS5KSSSvZdAP6LvFl7Z/8ABDP/AIIcppNjJBbeOoPDP2a3/fRGS58WalzJKrBP362zSO43KWa3slVm4zWbN8S/AP8AwRn/AOCE/gtfid4At/E+q6ho1pa3vhDXFjji1LWNYeS9u7O5JR1kSJHulYMCZUtgmQWDL+LPxO/4KW/tUftIaT8P/AP7X3xH1T4meDPAGvwajB4f1a4jgm1FEESOk92sTSSytGkircS+bIn2iQ5bdivo/wD4KO/8Fhvhh/wVV1j4H/Dfxt4L1z4ZeDdH8YNN8TI21I6pBHDPPbwrdW5hiSV2gtjeN8sSuTNtUHaCfl5ZPiPaRVZOSlJym15bLv3+bA/SD/grQ/7Pn7Tf/BGjwf8AHX9pPwtpHg248SW/gjU7O4uLdprrw02oXenvfR2xWITSNFZSXmY1jBdIWzHxtHv+tfCj9nL9mn/gn03wT/Z7+NLfA3wffaJcDwn4mvJpPtek/amlvnMSagwne4KtOwjc+egzjDINvwH/AMFaf2vv2cP+Co3xS/Ze/Ya/ZO+Kmn+M/DHjD4hRal4v/seOQPplrG6WkQeJ1R4WFvNqMhR1VlSJHxhlY+j/APBeX4weAfEf7bv7Iv7InjG/tZ9BuviZp/iDxxpN6qtC1q2oW9nbPMGBVo2X+0UYEj5S2eCc+VHC1qkaVJtq7lKz6JbaP0YHxd4Y/wCCCH/BVb9vjSpP2v8A46/ETwjoXiTxxEl/Na/EDULq21O5JjURPNBa2kiWo8pUURnbIgVUaNMAV8j/ALXP/BOX9rj9ib43aX+z98Z/hw1zr3iCSNfCs3hktfW2vl5BEosyqiSRzKwTy2RZQWjyi71B/W3/AIOMbb9u3x38bvgL8G/2TbDxpb2uoXlzNazeFb24t4pda8+3SDzpYMLH9nQGRZJCAizSuDiNyv0L/wAFRdC+G/xS/bH/AGNPhBe227xdH8an8R6dcJGC0Wn6VaG8u4yf4RJMlk3o3kt/dOPVw+bYymqcptOM1J2SV4qN+3oB/PJr37G/7X/hbxC3hPxL+yr8SNP1RdHk1ZtNvvA9/FcLp8cixyXZjaEN5COyq0uNilhkjNebKTIGZDwvX88cev4V/Ql/wXF/4LK+N/8Agnd8ZdJ+CXwK+F+hah4n8R+AZb/WPEWqMyzWKu91BpnlbQRIYp1upykmVPyoNnmtIvVeK/GH7G/7O3/BGb4LftaftWfs86V47GifD3wfqdvp82k280+q6xPpsCRPM0o2y4eZpmMm/DIJFV5FQV1RzzFexp1KlFWm7Rs9WB/OHuJTeCSP9lc0+SOSJtkikNX9Jn7dmu/8Ep9D/Zj+HP8AwU6/aE/ZQs9e0e1t9Lv/AAnp9j4dtPt18up226K0uYHkjt5kRHExjmcqjQNsy3DfOX/Bwp+z3+xXrf7Enwn/AG0fh/8ACnTfDEOpeMdHSXVvC+h21neXWg39hNcPE8K7I5pUWGNovNLCNi4BVZHJ1w+fRrVIRdJrmbV99V0A/EEQXDBCq8SNhWyMHmuw/Z0+BfjL9pz47eFv2e/AF9p9rrXi7WodM0641ad47aKWTOGlZEdguAfuoxOMAE8V+9H7L/7QNz408H/D/wAJ/wDBM7/gi9qmh/D+S8tl8W+Jfirodh4bi/sto49t1aM800uqPIm9jcEynMY3CQvvTQ/bCk+AX/BN/wD4KofAn9oP4bfs56Obz47W978OvEUGktFpkMFxLrGkSwau0ccDLNOglnV+EeVdmZB5Y3ZSz6pNunGlaVnbVN3S6oD8wf25/wDgm58F/wDgm1+3P8Ffgv481PX/AB34M1PTfD+rfEa+azkhN+JNauIb2C2itWEsIa3gVEjEjyhn4fcRjP8A+C0vhf8AZn8M658OpP2YP2FviT8E9LSx1Kzv7b4heC5tHOtyRNA4ntzcTST3BRZtrtIBtDR4zk1+in/B0X+15rPwi/Zq0j9kmH4eLe2fxcje7PiR9WaKTTJNMv7G58tIhGQ+7Maltw2gkgEmvRv+Cztr8FPH1n+x3+0v4mkthpVv+0h4WVdSvmRLeLSdQU3MzTSP8qR/6Hbs2TjC8kdRx4fMcVJYetVTd+Zbuzst7d9bDPzP+CH/AAbO/wDBSf4zfDyz+IGp3XgHwS2oWaz22h+NNcuodQRWAYGWK2tJ1hypGUdxIhyHRTV39gf/AIIaP8UP22fGn7F/7duv+JfBXiPwt4Wg8QaXp3hj7NJFr+ntc/Z5LmG8kEiiNXaIDETkkyK/lPEUP2P/AMHDXxK/b8+CP7TfwJ+LH7LviXxZH4bt38mx0nw3JceRc67HdLJ5F1FCm2fz4WijSJyQ6xzoEILg/QX/AAU4+M/wz/Zk/bc/ZF+Nuvam1vrGrePdR8I3drDeLD9q0jVLWO3lmnJ4aC2unsZjzheg+9xP9qZnWpRtJfvFLltvFx6P7rCPPf2Qf+CXf/BGj4Ra7qv/AATe8c6R4e+JHxpj8OjV/GF34g0m4F+1u7KVe2lOYrJlSeLEdvKs+wpK2Sd9fid/wUU/ZRT9iH9tb4gfsyWt3NcWPhvWs6LcXBzJJp1xFHc2hdgAHfyJo1dgAPMV+AMV+rv/AAVrVP2Bf+C3f7PP/BQKLUbWw8P+MIo9H8XXtwzkKsBNjfXM2QEULp9/AU+blrZjjjn5b/4OXPip+yX8d/2qvBvxX/Zu+Pnhrxnqx8IHSfF0Pha7S7trcQTtLaz/AGmHMMryC5mjIV2ZFtow2OK6MpqYiOKhUcnKNWLbb6ST1A+C/wBn/wCNfjX9m344+E/j98OpSNa8H6/b6rp8e8qtw0ThjA+3kxyLujZR95XIOc4r92P+C+nwP8Gf8FAP+CX3h39tn4MWLaheeDrO38VaNcNDiWbQL2CJr2JtrbU2x+RdSMcmNbOQAjLGv5+GUMMED05Fd3rn7Tv7Rfif4O6T+zz4g+N/iafwHoULR6T4OXVHj02INNJO26BCqSt5k0jCSQM43bd20Kq+tjcvliMVSrwlZwevmuwH23/wT9/4OCPGX7Lv7P8AH+yT+0p8AbP4seA7e3+waY17qSQXNlp2CGs5Y5oJo72ADCxxuU8tQVyyeXFFw3/BQv8A4LZ/Ez9tD4Pw/ssfCX4KeH/hL8JLZrf/AIpHw6yyPdrCweOKSRIoo1t1kHmLCkSAOqklsDHxEEULtC8DoPSlAA6CtYZZgaeI9soe9e/lfvba4Ddg9ad0oroPhb8I/il8cfG9n8N/g38PdY8Ua9ftttdJ0OwkuJn9W2oDhF6sxwqjkkAEjtlKMU23YDnyQBkmva/2J/8Agnp+1Z/wUB8dt4L/AGdPh7JdW9rIq6x4l1Tdb6VpQPQz3G0/N38pA8rLuZUYKa/S/wD4J1/8Gud7dmz+Jv8AwUU8QiKMsskfw08M6n87LtBxe30R4ySymK2OcbWFwMlB+yPwy+E3wx+DHgjT/hv8JfAGkeG9B0uPZp+j6Lp8dvbwDqSqIAMk5JbqxJJJJJr5vMOIqNG9PD+9Lv0X+YHyH/wTF/4Ia/sv/wDBPK2t/H2qwr47+Jmz954z1mzVUsDjBFhbkstrkHaZMtK2WG8I2wfbiIsahUXgUoGOBRXx1avWxFRzqu7YBRRRWQBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABTZY0mjaKRQysuGB706igD4K/bx/4N6v2G/wBsVr/xv4K0Wb4X+OLpnlbxB4RtU+x3UrYy11YZWKUE5cmIwyO7FmkNfjZ+29/wQu/4KBfsSy3XiLU/hifG/g+HfIvivwLHLfRwxLuYtcwBRPbBUUF3ZDCpOBKx4r+oimvGknLr7f5/KvWwOdY3B+7fmj2f6PcD+LQsqnaxxjqD25I/ofypQwPQ1/VB+2P/AMEYP+Cfn7bEl1rfxH+CNroniS8YyT+MvBrLpupSSE8ySsimK5fHG64jlIBIGM1+W/7Wn/Bqn+098PDfeJP2Sfitonj/AE5ZJHs9A1phpWqhC/7uESOTazsE+9Iz24J6IOlfUYXiDA4jSo+R+e33gflPRXffH39lf9pD9ljV20P9oj4I+JvCM32pre3m1rSZIoLtl6mCbHlXC8E742ZSASCQK8/3r1Br3IThUjzQd15agSQTXFpcx3lncNDLE26OSM4KsDkEe4IyPetbx38TPiX8Tr+z1P4k/EHXPEFxp1gtjptxrWqS3T2loru6W8TSMSkStI5VBhQWbA5NY4OaKOWO9tQP0M+BX/BzR/wUb+C3w2svhzrNh4G8cNp8Kw2/iDxho91JqMkaqFUTSW91CsxAUZdlMjHJd2JJriP2cf8AgsF45X/gp/oP/BQ/9tp9X8Vtomm6ha2Ok+GbeKNNPjns57aK2tYZJFWKFftLsTuLE7mYu7Mx+KqK4v7LwK57QS5k07aaPt2A+mf+Cs37dGgf8FCv21dU/aC8BaPq+m+G/wCxtO0zw7Y6/FDFdwQxW6mTzFilljXNy87DDt8pUnBJUfa3/BSv/gox+xr8YP8Agid8L/2Wvgj8bLHXPGOgWPhKz1XQV067gltxZ6f5cxPnRIpCSKAdpIJxjPWvyQopSy2g/YqLaVN3X/BA/Y7/AILHfta/sofET/gi18I/gj8Gf2ivCPibxBod74VttQ8P6Nr0E19ax22kTpI7wKxdVRwiklcBioJyRnuP+CsX7Zn7Fkv7AP7OXhXwz8bPAXxDi8EfFTwbeeKfB3h3xRZajdyabY6fc/aEeCKViFYL5ZLgJmRVYjdX4cnnimiKNX8xUG6uWnktGmoLnfutvp1A/oM/4KZftD/8E6P21vhp4H+J2rf8FZdO8N/Dnw4kmp+M/hf4N1VbjUfG1vI1s8NlLZJcR3Ebo0ZG2WBynmMWEW1mr5v/AOC9f/BSL9lz9oDQvgL8aP2Qfj9o/iTxF4B8ZPq8elxWlyk9k7JBcRSyRuigIslqqsm8MGZQM/MR+QflRjOF+8ck06poZFRoThJTb5b22trvey1A/bD/AIKlf8FF/wDgh9/wUc/ZIutY8Y+PdavviVoPhHVJvhzokmh61aXGnavdQREQStHELKQmW3gRnkeSNApKkjr84fto/wDBZX9nv9pj/glN4O/YStvhd4wk8ZeG9D8OWtx4g1CG0SyF9p8MUM00bR3DSFHRZgG2qSJB0OQPzeorbD5PhcOoq7fK+ZXe3/AA/Rb9nv8A4Obf2+Pgf8KNO+GHiXwr4O8dTaPZi10/xH4ms7kXzquBGbhoJkW5KqAu8qrtyzu7ksfk/wDbd/b7/aV/4KAfGFPjJ8f/ABVC15Yw/Z9D0rRYWt7HR4d27ZbRlmYEtyZHZ5GwoZyEQL4zRXZSwODoVHOnTSb6+v5fIDqPip8dPjZ8dNWg1342fF3xP4wvreERQ3/ijXbjUJ1jHRfMnd2x+PauX6dBRQWAPNdMYqMVGKtbsAUUsKPPIsUSlmdtqqOpOP8AI+pFfWP7Lv8AwRC/4KU/tYvb3fhH9nu+8K6PcNtPiT4gbtItYvk3K/lyr9pmjbgb4IZBz1GKzrV6OHV6klH1YHyb2z6V03wl+C3xg+P3i6L4ffA74X694u1y4UGLS/D+lS3UoUkDewjU7IwSNzthVHJIHNfuB+yP/wAGqX7PPgF7fxV+198WNU8fXwdHbw3oDNpelIuDvjklUm5uexDo9t0wVOa/TL4Kfs6/Ar9nDwbH8PvgL8J9D8I6OmGax0HT0tlmkAAMshQAyysAN0rlnc8sxPNfPYribD0/doR5n3ei/wCCB+Lf7Dn/AAatfFXxnNa+M/28viN/wiOlttdvBnhG5iudTkIyds12N9vb4YIf3Yn3ruG6M4I/YT9ln9if9l79i3wf/wAIT+zV8HtJ8M2sigXl1bwmS8viGZwbi5kLTTkF2273IQEKoVQqj1RQFGAKK+XxmZYzHP8Aey07LRfcAUUUVwgFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABQyqwwy5780UUAZ/ibwr4c8Y+Hb7wn4p0Ky1LTNStZLe/wBP1C1SaC4icEOjowKupBOVIwa+O/2i/wDg34/4Je/tEtcXrfARPA+pXC4/tP4d3Z0swgDA2WyhrMfjAa+1KK1o162HlelJx9G0B+Ivx3/4NI/F1tLcX/7Mn7XOn3imRvsej+O9Be3ZFzxvvLRpN7Y6kWyDuABwPjv40/8ABv8Af8FUvgtfahv/AGcW8V6bYMoXWvBWsW9/HdAngxW+9bxh65t1Ixz2z/T9RjnNevR4izKn8TUvVf5WA/je+KXwH+OnwNu4rL42fBXxZ4OmnYrBD4q8O3WnvIQegE8a5/DNckCxbYB8393vX9pU9pBcqyzpuVl2srdCPSvHfH3/AATs/YM+KWpXWt/EL9jj4Z6tqF5/x86peeCLFrtzzlvP8rzdxz97dmvSo8URt+8p/c/80B/IuJOeadgjqK/qC8W/8G/X/BIvxlfNqOo/siWttK7Fm/svxVq9pGT6+XDdqn/jvHavJviR/wAGu/8AwTR8T3f9o+HdV+JfhdCxP2TQ/FUEsf53trcP/wCPV6FHiDC1tov8P8wP51qK/fXxZ/wauf8ABPnQdAm1S0+MnxmaSONmVZPEOkleBntpgrwjXv8Ag38/Y30vUprO3+JnxOZY2wpfWdOz0/68K7I5ph5RvZ/h/mB+QNGcc1+0/wAKv+DcX9iLx1qsNhq3xU+K0aSbdxt9c01Tz9dPNevt/wAGo3/BPCNsj40fGnhlHPiLSO7Af9Av3pSzXDx3T/D/ADA/n3Mi/wALCgMS23v6V/Sz4E/4Nsf+CTnhTS/7P174NeIPE0mMNea3421CORh6EWcsCe/3a9V+HH/BFv8A4JY/CuVZ/C/7Evgu4ZV2hvEFrJq+R7/bnmz+NcVbiTB0m48km/kv1f5Afypxh5WWONdzM2FVRkk+le4/B/8A4Jnf8FBvjvcwx/DL9jr4gXlvdIrWmp3Xhuezspt2MYublY4QMHO4uBjvX9V3wv8AgH8Dvghp0mj/AAX+DnhfwjZzNumtfC/h+20+ORvUrAignr1Hc11cUawoI0zgccmvOqcUVNqdNL1d/wArAfzq/An/AINef+Ci/wASoLfUvi5qPgv4c273Dx3Vlq2tf2hfIg/5aKliskDBu2Z1I7gV9rfs7f8ABqJ+yF4Flg1j9oj43eLviBcxyZbT9PhTRdPmXBBV0Vpbg8nhkuE6Div1WwPSivKrZ5mWI3lZdlp/wfxA8Z/Zu/4J6fsV/siSRXf7On7NvhTwzew27wDWoNNE+ptE5BeNr2cvcOh2rlWkI46V7IIY927Yuc5zinUV5c5SqS5pu789QADAwBRRRUgFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAf/9k=)
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**IMDB SENTIMENT ANALYSIS**

**https://drive.google.com/drive/folders/10rkLhJcDr3Iv8mTW1KP8vVxSsPLl8HUm?usp=share\_link**

1. Open the IMDB Sentimental Analysis folder.
2. The a1\_IMDB\_dataset file contains the IMDB dataset.
3. The b2\_preprocessing\_functuion.py and cleaning.py are the Data cleaning supporting files. Translator.py helps us to convert text in any language into English.
4. The a2\_glove.6B.100d file contains the GloVe word embeddings.
5. The app.py is the main flask file which helps us to integrate front end with backend.
6. All files with extension h5 are the trained models of Deep Learning used for sentiment analysis.
7. The a3\_IMDB\_Unseen\_Reviews file has some unseen review on which testing and prediction will be done.
8. The most important file is the b1\_SentimentAnalysis\_NeuralNetwork.ipynb It contains the code for actual sentiment analysis. It helps us to preprocess(cleaning) the reviews, Tokenize and embed them, run Machine Learning and Deep Learning Algorithms on it and finally predict the Sentiments with the help of training, testing and validation of these models.

**REQUIRED**

To run these files, one must have access to either Google Collab, Jupyter Lab or Kaggle. Also, Python should be installed properly and also added to the environment variable of the system. Flask should also be installed over the PC. Another requirement is Android studio with all the Flutter Plugins installed.

**HOW TO RUN**

One must run the b1\_Sentimentanalysis\_neuralNetwork.ipynb file to start training the models. On the other hand, in order to test the model, one can open the file app.py and wait for the website address to pop up with Activation status turned on. Copy the website address Then run the main.dart file in lib folder. Paste the website address in home\_page.dart file and that’s it your model is ready to run. Try to insert any movie review and click on predict to know the sentiment of the review along with its probable (predicted) rating. It has Multilanguage Support too, Do check that out!**PREREQUISITE PYTHON LIBRARIES TO BE INSTALLED:**

1. Tensorflow
2. Pandas
3. Numpy
4. RE
5. NLTK
6. Pickle
7. nltk.corpus
8. matplotlib
9. matplotlib.pyplot
10. random
11. keras
12. keras.preprocessing.text
13. keras.models
14. keras.layers.core
15. keras.layers
16. sklearn.model\_selection
17. keras\_preprocessing
18. seaborn
19. wordcloud
20. googletrans3.0.0
21. nltk.stem
22. nltk.tokenize.toktok
23. sklearn.feature\_extraction
24. sklearn.preprocessing
25. sklearn.metrics
26. tensorflow.keras.initializers
27. io
28. json
29. chardet

# b1\_SentimentAnalysis\_NeuralNetwork.ipynb

# Plan of Action

1. Load **IMDb Movie Reviews dataset (50,000 reviews)**
2. **Pre-process dataset** by removing special characters, numbers, emojis, spell check, html tags etc. from user reviews + convert **sentiment labels** positive & negative to numbers 1 & 0, respectively
3. Preparing the dataset for **Bag of Words(BOW) and TF-IDF** and using **Linear Regression Model, SVM Model and Naive Bayes Model**
4. **Import GloVe Word Embedding** to build Embedding Dictionary + Use this to build Embedding Matrix for our Corpus
5. Model Training using **Deep Learning in Keras** for separate: **Simple Neural Net, CNN and LSTM Models** and analyse model performance and results
6. Along with these Models performing the Deep Learning with **Hybrid Models** such as **BI-LSTM, CNN-LSTM, CNN-BI LSTM and HYBRID NEURAL NETWORK(HNN)**
7. Last, perform **predictions on real IMDb movie reviews**

# Setting the environment

# # Mounting google drive  
  
# from google.colab import drive  
# drive.mount('/content/drive')

# # Setting toolkit folder as working directory  
  
# %cd /content/drive/My Drive/Project8\_SentimentAnalysis\_with\_NeuralNetwork  
# ! ls

!pip install tensorflow

# Importing essential libraries and functions  
  
import pandas as pd  
import numpy as np  
import re  
import nltk  
import pickle  
from nltk.corpus import stopwords  
from numpy import array  
import tensorflow as tf  
import matplotlib.pyplot as plt  
import random

from keras.preprocessing.text import one\_hot, Tokenizer  
from keras.models import Sequential  
from keras.layers.core import Activation, Dropout, Dense  
from keras.layers import Flatten, GlobalMaxPooling1D, Embedding, Conv1D, LSTM,Bidirectional  
from sklearn.model\_selection import train\_test\_split

from keras\_preprocessing.sequence import pad\_sequences

# Loading dataset

# Importing IMDb Movie Reviews dataset  
  
movie\_reviews = pd.read\_csv("a1\_IMDB\_Dataset.csv")  
  
# dataset source: https://www.kaggle.com/datasets/lakshmi25npathi/imdb-dataset-of-50k-movie-reviews

# Dataset exploration  
  
movie\_reviews.shape

(50000, 2)

movie\_reviews.head(5)

# Checking for missing values  
  
movie\_reviews.isnull().values.any()

# Let's observe distribution of positive / negative sentiments in dataset  
  
import seaborn as sns  
import matplotlib.pyplot as plt  
ax=sns.countplot(x='sentiment', data=movie\_reviews)  
for p in ax.patches:  
 ax.annotate(format(p.get\_height()),   
 (p.get\_x() + p.get\_width() / 2., p.get\_height()),   
 ha = 'center', va = 'center',   
 xytext = (0, -20),   
 textcoords = 'offset points')

# Choose randomly a positive review and a negative review  
ind\_positive = random.choice(list(movie\_reviews[movie\_reviews['sentiment'] == 'positive'].index))  
ind\_negative = random.choice(list(movie\_reviews[movie\_reviews['sentiment'] == 'negative'].index))  
  
review\_positive = movie\_reviews['review'][ind\_positive]  
review\_negative = movie\_reviews['review'][ind\_negative]  
  
print('Positive review: ', review\_positive)  
print('\n')  
print('Negative review: ', review\_negative)  
print('\n')  
  
from wordcloud import WordCloud  
cloud\_positive = WordCloud().generate(review\_positive)  
cloud\_negative = WordCloud().generate(review\_negative)  
  
plt.figure(figsize = (20,15))  
plt.subplot(1,2,1)  
plt.imshow(cloud\_positive)  
plt.title('Positive review')  
  
plt.subplot(1,2,2)  
plt.imshow(cloud\_negative)  
plt.title('Negative review')  
plt.show()

# Data Preprocessing

1. Translating into English
2. Removing URL
3. Removing HTML tags
4. Converting Chat Words eg.ICU, IDK, ASAP etc.
5. Converting Abbreviations
6. Removing special Characters
7. Removing Emojis
8. Removing Emoticons
9. Removing Punctuations
10. Removing extra characters and multiple spaces
11. Lowering down the characters
12. Removing Stopwords
13. Stemming
14. Lemmetization
15. Spell Check

movie\_reviews["review"][2]  
  
# You can see that our text contains punctuations, brackets, HTML tags and numbers   
# We will preprocess this text in the next section

# import b2\_preprocessing\_function  
from b2\_preprocessing\_function import CustomPreprocess  
# import translator  
from translator import translate

custom = CustomPreprocess()  
custom.preprocess\_text("Those were the best days of my life!")

convert = translate()  
convert.conversion("नमस्ते")

convert.conversion("amaaazingg rod car")

# import nltk  
# nltk.download('stopwords')

from googletrans import Translator,constants

def conversion(sen):  
   
 translator = Translator()  
 detection = translator.detect(sen)  
   
 if (constants.LANGUAGES[detection.lang]=='english'):  
 return sen  
 else:  
 translations = translator.translate(sen)  
 sen = translations.text  
 return sen

# Removing chat words  
  
chat\_words\_str = """  
AFAIK=As Far As I Know  
AFK=Away From Keyboard  
ASAP=As Soon As Possible  
ATK=At The Keyboard  
ATM=At The Moment  
A3=Anytime, Anywhere, Anyplace  
BAK=Back At Keyboard  
BBL=Be Back Later  
BBS=Be Back Soon  
BFN=Bye For Now  
B4N=Bye For Now  
BRB=Be Right Back  
BRT=Be Right There  
BTW=By The Way  
B4=Before  
B4N=Bye For Now  
CU=See You  
CUL8R=See You Later  
CYA=See You  
FAQ=Frequently Asked Questions  
FC=Fingers Crossed  
FWIW=For What It's Worth  
FYI=For Your Information  
GAL=Get A Life  
GG=Good Game  
GN=Good Night  
GMTA=Great Minds Think Alike  
GR8=Great!  
G9=Genius  
IC=I See  
ICQ=I Seek you (also a chat program)  
ILU=ILU: I Love You  
IMHO=In My Honest/Humble Opinion  
IMO=In My Opinion  
IOW=In Other Words  
IRL=In Real Life  
KISS=Keep It Simple, Stupid  
LDR=Long Distance Relationship  
LMAO=Laugh My A.. Off  
LOL=Laughing Out Loud  
LTNS=Long Time No See  
L8R=Later  
MTE=My Thoughts Exactly  
M8=Mate  
NRN=No Reply Necessary  
OIC=Oh I See  
PITA=Pain In The A..  
PRT=Party  
PRW=Parents Are Watching  
ROFL=Rolling On The Floor Laughing  
ROFLOL=Rolling On The Floor Laughing Out Loud  
ROTFLMAO=Rolling On The Floor Laughing My A.. Off  
SK8=Skate  
STATS=Your sex and age  
ASL=Age, Sex, Location  
THX=Thank You  
TTFN=Ta-Ta For Now!  
TTYL=Talk To You Later  
U=You  
U2=You Too  
U4E=Yours For Ever  
WB=Welcome Back  
WTF=What The F...  
WTG=Way To Go!  
WUF=Where Are You From?  
W8=Wait...  
7K=Sick:-D Laugher  
"""  
chat\_words\_list = []  
chat\_words\_map\_dict = {}  
for line in chat\_words\_str.split("\n"):  
 if line != "":  
 cw = line.split("=")[0]  
 cw\_expanded = line.split("=")[1]  
 chat\_words\_list.append(cw)  
 chat\_words\_map\_dict[cw] = cw\_expanded  
chat\_words\_list = set(chat\_words\_list)  
  
  
def chat\_words\_conversion(text):  
 new\_text = []  
 for w in text.split():  
 if w.upper() in chat\_words\_list:  
 new\_text.append(chat\_words\_map\_dict[w.upper()])  
 else:  
 new\_text.append(w)  
 return " ".join(new\_text)

## In this case, we will be replacing some abbreviated pronouns with full forms (example:"you've"->you have")  
abbreviations = {  
 u"he's": "he is",   
 u"there's": "there is",   
 u"We're": "We are",   
 u"That's": "That is",   
 u"won't": "will not",   
 u"they're": "they are",   
 u"Can't": "Cannot",   
 u"wasn't": "was not",   
 u"don\x89Ûªt": "do not",   
 u"aren't": "are not",   
 u"isn't": "is not",   
 u"What's": "What is",   
 u"haven't": "have not",   
 u"hasn't": "has not",   
 u"There's": "There is",   
 u"He's": "He is",   
 u"It's": "It is",   
 u"You're": "You are",   
 u"I'M": "I am",   
 u"shouldn't": "should not",   
 u"wouldn't": "would not",   
 u"i'm": "I am",   
 u"I\x89Ûªm": "I am",   
 u"I'm": "I am",   
 u"Isn't": "is not",   
 u"Here's": "Here is",   
 u"you've": "you have",   
 u"you\x89Ûªve": "you have",   
 u"we're": "we are",   
 u"what's": "what is",   
 u"couldn't": "could not",   
 u"we've": "we have",   
 u"it\x89Ûªs": "it is",   
 u"doesn\x89Ûªt": "does not",   
 u"It\x89Ûªs": "It is",   
 u"Here\x89Ûªs": "Here is",   
 u"who's": "who is",   
 u"I\x89Ûªve": "I have",   
 u"y'all": "you all",   
 u"can\x89Ûªt": "cannot",   
 u"would've": "would have",   
 u"it'll": "it will",   
 u"we'll": "we will",   
 u"wouldn\x89Ûªt": "would not",   
 u"We've": "We have",   
 u"he'll": "he will",   
 u"Y'all": "You all",   
 u"Weren't": "Were not",   
 u"Didn't": "Did not",   
 u"they'll": "they will",   
 u"they'd": "they would",   
 u"DON'T": "DO NOT",   
 u"That\x89Ûªs": "That is",   
 u"they've": "they have",   
 u"i'd": "I would",   
 u"should've": "should have",   
 u"You\x89Ûªre": "You are",   
 u"where's": "where is",   
 u"Don\x89Ûªt": "Do not",   
 u"we'd": "we would",   
 u"i'll": "I will",   
 u"weren't": "were not",   
 u"They're": "They are",   
 u"Can\x89Ûªt": "Cannot",   
 u"you\x89Ûªll": "you will",   
 u"I\x89Ûªd": "I would",   
 u"let's": "let us",   
 u"it's": "it is",   
 u"can't": "cannot",   
 u"don't": "do not",   
 u"you're": "you are",   
 u"i've": "I have",   
 u"that's": "that is",   
 u"i'll": "I will",   
 u"doesn't": "does not",  
 u"i'd": "I would",   
 u"didn't": "did not",   
 u"ain't": "am not",   
 u"you'll": "you will",   
 u"I've": "I have",   
 u"Don't": "do not",   
 u"I'll": "I will",   
 u"I'd": "I would",   
 u"Let's": "Let us",   
 u"you'd": "You would",   
 u"It's": "It is",   
 u"Ain't": "am not",   
 u"Haven't": "Have not",   
 u"Could've": "Could have",   
 u"youve": "you have",   
 u"donå«t": "do not",   
}  
   
def convert\_abb(text):  
 for emot in abbreviations:  
 text = re.sub(u'('+emot+')', "\_".join(abbreviations[emot].replace(",","").split()), text)  
 return text

# Spell Check  
from textblob import TextBlob  
def spell\_check(text):  
 textBlb = TextBlob(text)  
 return textBlb.correct().string

# Removing emotions  
  
EMOTICONS = {  
 u":‑\)":"Happy face or smiley",  
 u":\)":"Happy face or smiley",  
 u":-\]":"Happy face or smiley",  
 u":\]":"Happy face or smiley",  
 u":-3":"Happy face smiley",  
 u":3":"Happy face smiley",  
 u":->":"Happy face smiley",  
 u":>":"Happy face smiley",  
 u"8-\)":"Happy face smiley",  
 u":o\)":"Happy face smiley",  
 u":-\}":"Happy face smiley",  
 u":\}":"Happy face smiley",  
 u":-\)":"Happy face smiley",  
 u":c\)":"Happy face smiley",  
 u":\^\)":"Happy face smiley",  
 u"=\]":"Happy face smiley",  
 u"=\)":"Happy face smiley",  
 u":‑D":"Laughing, big grin or laugh with glasses",  
 u":D":"Laughing, big grin or laugh with glasses",  
 u"8‑D":"Laughing, big grin or laugh with glasses",  
 u"8D":"Laughing, big grin or laugh with glasses",  
 u"X‑D":"Laughing, big grin or laugh with glasses",  
 u"XD":"Laughing, big grin or laugh with glasses",  
 u"=D":"Laughing, big grin or laugh with glasses",  
 u"=3":"Laughing, big grin or laugh with glasses",  
 u"B\^D":"Laughing, big grin or laugh with glasses",  
 u":-\)\)":"Very happy",  
 u":‑\(":"Frown, sad, andry or pouting",  
 u":-\(":"Frown, sad, andry or pouting",  
 u":\(":"Frown, sad, andry or pouting",  
 u":‑c":"Frown, sad, andry or pouting",  
 u":c":"Frown, sad, andry or pouting",  
 u":‑<":"Frown, sad, andry or pouting",  
 u":<":"Frown, sad, andry or pouting",  
 u":‑\[":"Frown, sad, andry or pouting",  
 u":\[":"Frown, sad, andry or pouting",  
 u":-\|\|":"Frown, sad, andry or pouting",  
 u">:\[":"Frown, sad, andry or pouting",  
 u":\{":"Frown, sad, andry or pouting",  
 u":@":"Frown, sad, andry or pouting",  
 u">:\(":"Frown, sad, andry or pouting",  
 u":'‑\(":"Crying",  
 u":'\(":"Crying",  
 u":'‑\)":"Tears of happiness",  
 u":'\)":"Tears of happiness",  
 u"D‑':":"Horror",  
 u"D:<":"Disgust",  
 u"D:":"Sadness",  
 u"D8":"Great dismay",  
 u"D;":"Great dismay",  
 u"D=":"Great dismay",  
 u"DX":"Great dismay",  
 u":‑O":"Surprise",  
 u":O":"Surprise",  
 u":‑o":"Surprise",  
 u":o":"Surprise",  
 u":-0":"Shock",  
 u"8‑0":"Yawn",  
 u">:O":"Yawn",  
 u":-\\*":"Kiss",  
 u":\\*":"Kiss",  
 u":X":"Kiss",  
 u";‑\)":"Wink or smirk",  
 u";\)":"Wink or smirk",  
 u"\\*-\)":"Wink or smirk",  
 u"\\*\)":"Wink or smirk",  
 u";‑\]":"Wink or smirk",  
 u";\]":"Wink or smirk",  
 u";\^\)":"Wink or smirk",  
 u":‑,":"Wink or smirk",  
 u";D":"Wink or smirk",  
 u":‑P":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u":P":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u"X‑P":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u"XP":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u":‑Þ":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u":Þ":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u":b":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u"d:":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u"=p":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u">:P":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u":‑/":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u":/":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u":-[.]":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u">:[(\\\)]":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u">:/":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u":[(\\\)]":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u"=/":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u"=[(\\\)]":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u":L":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u"=L":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u":S":"Skeptical, annoyed, undecided, uneasy or hesitant",  
 u":‑\|":"Straight face",  
 u":\|":"Straight face",  
 u":$":"Embarrassed or blushing",  
 u":‑x":"Sealed lips or wearing braces or tongue-tied",  
 u":x":"Sealed lips or wearing braces or tongue-tied",  
 u":‑#":"Sealed lips or wearing braces or tongue-tied",  
 u":#":"Sealed lips or wearing braces or tongue-tied",  
 u":‑&":"Sealed lips or wearing braces or tongue-tied",  
 u":&":"Sealed lips or wearing braces or tongue-tied",  
 u"O:‑\)":"Angel, saint or innocent",  
 u"O:\)":"Angel, saint or innocent",  
 u"0:‑3":"Angel, saint or innocent",  
 u"0:3":"Angel, saint or innocent",  
 u"0:‑\)":"Angel, saint or innocent",  
 u"0:\)":"Angel, saint or innocent",  
 u":‑b":"Tongue sticking out, cheeky, playful or blowing a raspberry",  
 u"0;\^\)":"Angel, saint or innocent",  
 u">:‑\)":"Evil or devilish",  
 u">:\)":"Evil or devilish",  
 u"\}:‑\)":"Evil or devilish",  
 u"\}:\)":"Evil or devilish",  
 u"3:‑\)":"Evil or devilish",  
 u"3:\)":"Evil or devilish",  
 u">;\)":"Evil or devilish",  
 u"\|;‑\)":"Cool",  
 u"\|‑O":"Bored",  
 u":‑J":"Tongue-in-cheek",  
 u"#‑\)":"Party all night",  
 u"%‑\)":"Drunk or confused",  
 u"%\)":"Drunk or confused",  
 u":-###..":"Being sick",  
 u":###..":"Being sick",  
 u"<:‑\|":"Dump",  
 u"\(>\_<\)":"Troubled",  
 u"\(>\_<\)>":"Troubled",  
 u"\(';'\)":"Baby",  
 u"\(\^\^>``":"Nervous or Embarrassed or Troubled or Shy or Sweat drop",  
 u"\(\^\_\^;\)":"Nervous or Embarrassed or Troubled or Shy or Sweat drop",  
 u"\(-\_-;\)":"Nervous or Embarrassed or Troubled or Shy or Sweat drop",  
 u"\(~\_~;\) \(・\.・;\)":"Nervous or Embarrassed or Troubled or Shy or Sweat drop",  
 u"\(-\_-\)zzz":"Sleeping",  
 u"\(\^\_-\)":"Wink",  
 u"\(\(\+\_\+\)\)":"Confused",  
 u"\(\+o\+\)":"Confused",  
 u"\(o\|o\)":"Ultraman",  
 u"\^\_\^":"Joyful",  
 u"\(\^\_\^\)/":"Joyful",  
 u"\(\^O\^\)／":"Joyful",  
 u"\(\^o\^\)／":"Joyful",  
 u"\(\_\_\)":"Kowtow as a sign of respect, or dogeza for apology",  
 u"\_\(\.\_\.\)\_":"Kowtow as a sign of respect, or dogeza for apology",  
 u"<\(\_ \_\)>":"Kowtow as a sign of respect, or dogeza for apology",  
 u"<m\(\_\_\)m>":"Kowtow as a sign of respect, or dogeza for apology",  
 u"m\(\_\_\)m":"Kowtow as a sign of respect, or dogeza for apology",  
 u"m\(\_ \_\)m":"Kowtow as a sign of respect, or dogeza for apology",  
 u"\('\_'\)":"Sad or Crying",  
 u"\(/\_;\)":"Sad or Crying",  
 u"\(T\_T\) \(;\_;\)":"Sad or Crying",  
 u"\(;\_;":"Sad of Crying",  
 u"\(;\_:\)":"Sad or Crying",  
 u"\(;O;\)":"Sad or Crying",  
 u"\(:\_;\)":"Sad or Crying",  
 u"\(ToT\)":"Sad or Crying",  
 u";\_;":"Sad or Crying",  
 u";-;":"Sad or Crying",  
 u";n;":"Sad or Crying",  
 u";;":"Sad or Crying",  
 u"Q\.Q":"Sad or Crying",  
 u"T\.T":"Sad or Crying",  
 u"QQ":"Sad or Crying",  
 u"Q\_Q":"Sad or Crying",  
 u"\(-\.-\)":"Shame",  
 u"\(-\_-\)":"Shame",  
 u"\(一一\)":"Shame",  
 u"\(；一\_一\)":"Shame",  
 u"\(=\_=\)":"Tired",  
 u"\(=\^\·\^=\)":"cat",  
 u"\(=\^\·\·\^=\)":"cat",  
 u"=\_\^= ":"cat",  
 u"\(\.\.\)":"Looking down",  
 u"\(\.\_\.\)":"Looking down",  
 u"\^m\^":"Giggling with hand covering mouth",  
 u"\(\・\・?":"Confusion",  
 u"\(?\_?\)":"Confusion",  
 u">\^\_\^<":"Normal Laugh",  
 u"<\^!\^>":"Normal Laugh",  
 u"\^/\^":"Normal Laugh",  
 u"\（\\*\^\_\^\\*）" :"Normal Laugh",  
 u"\(\^<\^\) \(\^\.\^\)":"Normal Laugh",  
 u"\(^\^\)":"Normal Laugh",  
 u"\(\^\.\^\)":"Normal Laugh",  
 u"\(\^\_\^\.\)":"Normal Laugh",  
 u"\(\^\_\^\)":"Normal Laugh",  
 u"\(\^\^\)":"Normal Laugh",  
 u"\(\^J\^\)":"Normal Laugh",  
 u"\(\\*\^\.\^\\*\)":"Normal Laugh",  
 u"\(\^—\^\）":"Normal Laugh",  
 u"\(#\^\.\^#\)":"Normal Laugh",  
 u"\（\^—\^\）":"Waving",  
 u"\(;\_;\)/~~~":"Waving",  
 u"\(\^\.\^\)/~~~":"Waving",  
 u"\(-\_-\)/~~~ \($\·\·\)/~~~":"Waving",  
 u"\(T\_T\)/~~~":"Waving",  
 u"\(ToT\)/~~~":"Waving",  
 u"\(\\*\^0\^\\*\)":"Excited",  
 u"\(\\*\_\\*\)":"Amazed",  
 u"\(\\*\_\\*;":"Amazed",  
 u"\(\+\_\+\) \(@\_@\)":"Amazed",  
 u"\(\\*\^\^\)v":"Laughing,Cheerful",  
 u"\(\^\_\^\)v":"Laughing,Cheerful",  
 u"\(\(d[-\_-]b\)\)":"Headphones,Listening to music",  
 u'\(-"-\)':"Worried",  
 u"\(ーー;\)":"Worried",  
 u"\(\^0\_0\^\)":"Eyeglasses",  
 u"\(\＾ｖ\＾\)":"Happy",  
 u"\(\＾ｕ\＾\)":"Happy",  
 u"\(\^\)o\(\^\)":"Happy",  
 u"\(\^O\^\)":"Happy",  
 u"\(\^o\^\)":"Happy",  
 u"\)\^o\^\(":"Happy",  
 u":O o\_O":"Surprised",  
 u"o\_0":"Surprised",  
 u"o\.O":"Surpised",  
 u"\(o\.o\)":"Surprised",  
 u"oO":"Surprised",  
 u"\(\\*￣m￣\)":"Dissatisfied",  
 u"\(‘A`\)":"Snubbed or Deflated"  
}  
  
def remove\_emoticons(text):  
 emoticon\_pattern = re.compile(u'(' + u'|'.join(k for k in EMOTICONS) + u')')  
 return emoticon\_pattern.sub(r'', text)

# Stemming  
  
from nltk.stem.porter import PorterStemmer  
ps = PorterStemmer()  
def stem\_words(text):  
 return " ".join([ps.stem(word) for word in text.split()])

# URL Removal  
  
def remove\_url(text):  
 url\_tag = re.compile(r'https://\S+|www\.\S+')  
 text = url\_tag.sub(r'', text)  
 return text

# HTML Tags Removal  
  
def remove\_html(text):  
 html\_tag = re.compile(r'<.\*?>')  
 text = html\_tag.sub(r'', text)  
 return text

# Punctuation Removal  
  
def remove\_punctuation(text):   
 punct\_tag = re.compile(r'[^\w\s]')  
 text = punct\_tag.sub(r'', text)   
 return text

# Special Character Removal  
  
def remove\_special\_character(text):  
 special\_tag = re.compile(r'[^a-zA-Z0-9\s]')  
 text = special\_tag.sub(r'', text)  
 return text

# Emojis Removal  
  
def remove\_emoji(text):  
 emoji\_pattern = re.compile("["  
 u"\U0001F600-\U0001F64F" # emoticons  
 u"\U0001F300-\U0001F5FF" # symbols & pictographs  
 u"\U0001F680-\U0001F6FF" # transport & map symbols  
 u"\U0001F1E0-\U0001F1FF" # flags (iOS)  
 u"\U00002702-\U000027B0"  
 u"\U000024C2-\U0001F251"  
 "]+", flags=re.UNICODE)  
 return emoji\_pattern.sub(r'', text)

# Preprocessing Function  
  
from nltk.stem import WordNetLemmatizer  
def clean\_text(text):  
   
 wordnet\_lemmatizer = WordNetLemmatizer()  
 sequencePattern = r"(.)\1\1+"  
 seqReplacePattern = r"\1\1"  
   
 text = custom.preprocess\_text(text)  
 text = remove\_url(text)  
 text = remove\_html(text)  
 text = chat\_words\_conversion(text)  
 text = convert\_abb(text)  
 text = remove\_special\_character(text)  
 text = remove\_emoji(text)  
 text = remove\_emoticons(text)  
 text = remove\_punctuation(text)  
 text = re.sub('[^a-zA-Z]', ' ', text)  
 text = re.sub(sequencePattern, seqReplacePattern, text)  
 text = re.sub(r"\s+[a-zA-Z]\s+", ' ', text) # When we remove apostrophe from the word "Mark's", the apostrophe is replaced by an empty space. Hence, we are left with single character "s" that we are removing here.  
 text = re.sub(r'\s+', ' ', text) # Next, we remove all the single characters and replace it by a space which creates multiple spaces in our text. Finally, we remove the multiple spaces from our text as well.  
 text = text.lower()  
   
 # Remove Stopwords  
 pattern = re.compile(r'\b(' + r'|'.join(stopwords.words('english')) + r')\b\s\*')  
 text = pattern.sub('', text)  
   
 text = stem\_words(text)  
   
 #Lemmetization  
 sentence\_words = nltk.word\_tokenize(text)  
 textwords = ''  
 for word in sentence\_words:  
 name = wordnet\_lemmatizer.lemmatize(word,pos='v')  
 textwords += (name+' ')  
 text = textwords  
   
 text = spell\_check(text)   
   
 return text

movie\_reviews['processed'] = movie\_reviews['review'].apply(lambda x: custom.preprocess\_text(x))

movie\_reviews.head(5)

#Choose randomly a positive review and a negative review  
  
ind\_positive = random.choice(list(movie\_reviews[movie\_reviews['sentiment'] == 'positive'].index))  
ind\_negative = random.choice(list(movie\_reviews[movie\_reviews['sentiment'] == 'negative'].index))  
  
review\_positive = movie\_reviews['processed'][ind\_positive]  
review\_negative = movie\_reviews['processed'][ind\_negative]  
  
print('Positive review: ', review\_positive)  
print('\n')  
print('Negative review: ', review\_negative)  
print('\n')  
  
from wordcloud import WordCloud  
cloud\_positive = WordCloud().generate(review\_positive)  
cloud\_negative = WordCloud().generate(review\_negative)  
  
plt.figure(figsize = (20,15))  
plt.subplot(1,2,1)  
plt.imshow(cloud\_positive)  
plt.title('Positive review')  
  
plt.subplot(1,2,2)  
plt.imshow(cloud\_negative)  
plt.title('Negative review')  
plt.show()

# Converting sentiment labels to 0 & 1  
  
y = movie\_reviews['sentiment']  
  
y = np.array(list(map(lambda x: 1 if x=="positive" else 0, y)))

# Calling preprocessing\_text function on movie\_reviews  
  
X = movie\_reviews['processed']

# Sample cleaned up movie review   
  
X[2]

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.20, random\_state=42)  
  
# The train set will be used to train our deep learning models   
# while test set will be used to evaluate how well our model performs

## Data preprocessing for BOW and TF-IDF

from nltk.tokenize.toktok import ToktokTokenizer  
#Tokenization of text  
tokenizer=ToktokTokenizer()

#tokenizing  
def data\_preprocess(text):  
 tokens = tokenizer.tokenize(text)  
 tokens = [token.strip() for token in tokens]  
 filtered\_text = ' '.join(tokens)   
 return filtered\_text  
#Apply function on review column  
movie\_reviews['processed']=movie\_reviews['processed'].apply(data\_preprocess)

#normalized train reviews  
norm\_train\_reviews = movie\_reviews.processed[:40000]  
norm\_train\_reviews[0]

#Normalized test reviews  
norm\_test\_reviews=movie\_reviews.processed[40000:]  
norm\_test\_reviews[45005]

# Bags of words Model

It is used to convert **text documents** to **numerical vectors or bag of words.**

from sklearn.feature\_extraction.text import CountVectorizer  
#Count vectorizer for bag of words  
cv=CountVectorizer(min\_df=0,max\_df=1,binary=False,ngram\_range=(1,3))  
#transformed train reviews  
cv\_train\_reviews=cv.fit\_transform(norm\_train\_reviews)  
#transformed test reviews  
cv\_test\_reviews=cv.transform(norm\_test\_reviews)  
  
print('BOW\_cv\_train:',cv\_train\_reviews.shape)  
print('BOW\_cv\_test:',cv\_test\_reviews.shape)  
#vocab=cv.get\_feature\_names()-toget feature names

# Term Frequency-Inverse Document Frequency Model (TFIDF)

It is used to convert **text documents** to matrix of **tfidf features**.

from sklearn.feature\_extraction.text import TfidfVectorizer  
#Tfidf vectorizer  
tv=TfidfVectorizer(min\_df=0,max\_df=1,use\_idf=True,ngram\_range=(1,3))  
#transformed train reviews  
tv\_train\_reviews=tv.fit\_transform(norm\_train\_reviews)  
#transformed test reviews  
tv\_test\_reviews=tv.transform(norm\_test\_reviews)  
print('Tfidf\_train:',tv\_train\_reviews.shape)  
print('Tfidf\_test:',tv\_test\_reviews.shape)

## Labeling the sentiment text

from sklearn.preprocessing import LabelBinarizer  
#labeling the sentient data  
lb=LabelBinarizer()  
#transformed sentiment data  
sentiment\_data=lb.fit\_transform(movie\_reviews['sentiment'])  
print(sentiment\_data.shape)

#Spliting the sentiment data  
train\_sentiments=sentiment\_data[:40000]  
test\_sentiments=sentiment\_data[40000:]  
print(train\_sentiments)  
print(test\_sentiments)

ml\_data=[]

# Modelling the dataset using Machine Learning

## Linear Logistic Model

Let us build **Logistic Regression Model** for both **Bag of Words** and **TF-IDF** features

from sklearn.linear\_model import LogisticRegression,SGDClassifier  
from sklearn.naive\_bayes import MultinomialNB  
from sklearn.svm import SVC  
from sklearn.metrics import classification\_report,confusion\_matrix,accuracy\_score  
  
import warnings  
warnings.filterwarnings('ignore')

#training the model  
lr=LogisticRegression(penalty='l2',max\_iter=500,C=1,random\_state=42)  
#Fitting the model for Bag of words  
lr\_bow=lr.fit(cv\_train\_reviews,train\_sentiments)  
print(lr\_bow)  
#Fitting the model for tfidf features  
lr\_tfidf=lr.fit(tv\_train\_reviews,train\_sentiments)  
print(lr\_tfidf)

#Predicting the model for bag of words  
lr\_bow\_predict=lr.predict(cv\_test\_reviews)  
print(lr\_bow\_predict)  
##Predicting the model for tfidf features  
lr\_tfidf\_predict=lr.predict(tv\_test\_reviews)  
print(lr\_tfidf\_predict)

#Accuracy score for bag of words  
lr\_bow\_score=accuracy\_score(test\_sentiments,lr\_bow\_predict)  
print("lr\_bow\_score :",lr\_bow\_score)  
#Accuracy score for tfidf features  
lr\_tfidf\_score=accuracy\_score(test\_sentiments,lr\_tfidf\_predict)  
print("lr\_tfidf\_score :",lr\_tfidf\_score)

import pandas as pd  
import matplotlib.pyplot as plt  
model\_names=["LR\_BOW","LR\_TFIDF"]  
model\_acc = [round(lr\_bow\_score\*100,2),round(lr\_tfidf\_score\*100,2)]  
  
# Create a bar chart  
plt.close('all')  
colors = ['green', 'blue']  
plt.rcParams["figure.figsize"] = (6,5)  
plt.bar(model\_names, model\_acc,color=colors,width=0.05)  
  
# Add horizontal grid lines  
plt.grid(True, axis='y')  
  
# Add a title and axis labels  
plt.title('Model Accuracies')  
plt.xlabel('Model')  
plt.ylabel('Accuracy')  
  
# Rotate x-axis labels  
# plt.xticks(rotation=45)  
  
# Add value labels on top of each bar  
for i, v in enumerate(model\_acc):  
 plt.text(i, v, str(v), ha='center', va='bottom', fontweight='bold')  
  
# Display the chart  
plt.show()

#Classification report for bag of words   
lr\_bow\_report=classification\_report(test\_sentiments,lr\_bow\_predict,target\_names=['Positive','Negative'])  
print(lr\_bow\_report)  
  
#Classification report for tfidf features  
lr\_tfidf\_report=classification\_report(test\_sentiments,lr\_tfidf\_predict,target\_names=['Positive','Negative'])  
print(lr\_tfidf\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(lr\_bow.predict(tv\_test\_reviews), axis=-1)  
y\_true = tf.argmax(test\_sentiments, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = lr\_bow.predict(tv\_test\_reviews)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(lr\_bow\_score\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

ml\_data.append(["LR\_BOW", f1, precision, recall, accuracy])

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(lr\_tfidf.predict(tv\_test\_reviews), axis=-1)  
y\_true = tf.argmax(test\_sentiments, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = lr\_tfidf.predict(tv\_test\_reviews)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(lr\_tfidf\_score\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

ml\_data.append(["LR\_TFIDF", f1, precision, recall, accuracy])

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
cm\_bow = ConfusionMatrixDisplay(confusion\_matrix(test\_sentiments,lr\_bow\_predict), display\_labels = ['Positive','Negative'])  
plt.figure(figsize = (5,5))  
cm\_bow.plot()  
plt.title('Confusion matrix BOW')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
cm\_tfidf = ConfusionMatrixDisplay(confusion\_matrix(test\_sentiments,lr\_tfidf\_predict), display\_labels = ['Positive','Negative'])  
plt.figure(figsize = (5,5))  
cm\_tfidf.plot()  
plt.title('Confusion matrix TFIDF')  
plt.show()

## Stochastic Gradient Descent or Linear Support Vector Machines

**SVM** for **Bag of Words** and **TF-IDF** features

#training the linear svm  
svm=SGDClassifier(loss='hinge',max\_iter=500,random\_state=42)  
#fitting the svm for bag of words  
svm\_bow=svm.fit(cv\_train\_reviews,train\_sentiments)  
print(svm\_bow)  
#fitting the svm for tfidf features  
svm\_tfidf=svm.fit(tv\_train\_reviews,train\_sentiments)  
print(svm\_tfidf)

#Predicting the model for bag of words  
svm\_bow\_predict=svm.predict(cv\_test\_reviews)  
print(svm\_bow\_predict)  
#Predicting the model for tfidf features  
svm\_tfidf\_predict=svm.predict(tv\_test\_reviews)  
print(svm\_tfidf\_predict)

#Accuracy score for bag of words  
svm\_bow\_score=accuracy\_score(test\_sentiments,svm\_bow\_predict)  
print("svm\_bow\_score :",svm\_bow\_score)  
#Accuracy score for tfidf features  
svm\_tfidf\_score=accuracy\_score(test\_sentiments,svm\_tfidf\_predict)  
print("svm\_tfidf\_score :",svm\_tfidf\_score)

import pandas as pd  
import matplotlib.pyplot as plt  
model\_names=["SVM\_BOW","SVM\_TFIDF"]  
model\_acc = [round(svm\_bow\_score\*100,2),round(svm\_tfidf\_score\*100,2)]  
  
# Create a bar chart  
plt.close('all')  
colors = ['green', 'blue']  
plt.rcParams["figure.figsize"] = (6,5)  
plt.bar(model\_names, model\_acc,color=colors,width=0.05)  
  
# Add horizontal grid lines  
plt.grid(True, axis='y')  
  
# Add a title and axis labels  
plt.title('Model Accuracies')  
plt.xlabel('Model')  
plt.ylabel('Accuracy')  
  
# Rotate x-axis labels  
# plt.xticks(rotation=45)  
  
# Add value labels on top of each bar  
for i, v in enumerate(model\_acc):  
 plt.text(i, v, str(v), ha='center', va='bottom', fontweight='bold')  
  
# Display the chart  
plt.show()

#Classification report for bag of words   
svm\_bow\_report=classification\_report(test\_sentiments,svm\_bow\_predict,target\_names=['Positive','Negative'])  
print(svm\_bow\_report)  
#Classification report for tfidf features  
svm\_tfidf\_report=classification\_report(test\_sentiments,svm\_tfidf\_predict,target\_names=['Positive','Negative'])  
print(svm\_tfidf\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(svm\_bow.predict(tv\_test\_reviews), axis=-1)  
y\_true = tf.argmax(test\_sentiments, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = svm\_bow.predict(tv\_test\_reviews)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(svm\_bow\_score\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

ml\_data.append(["SVM\_BOW", f1, precision, recall, accuracy])

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(svm\_tfidf.predict(tv\_test\_reviews), axis=-1)  
y\_true = tf.argmax(test\_sentiments, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = svm\_tfidf.predict(tv\_test\_reviews)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(svm\_tfidf\_score\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

ml\_data.append(["SVM\_TFIDF", f1, precision, recall, accuracy])

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
cm\_bow = ConfusionMatrixDisplay(confusion\_matrix(test\_sentiments,svm\_bow\_predict), display\_labels = ['Positive','Negative'])  
plt.figure(figsize = (5,5))  
cm\_bow.plot()  
plt.title('Confusion matrix BOW')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
cm\_tfidf = ConfusionMatrixDisplay(confusion\_matrix(test\_sentiments,svm\_tfidf\_predict), display\_labels = ['Positive','Negative'])  
plt.figure(figsize = (5,5))  
cm\_tfidf.plot()  
plt.title('Confusion matrix TFIDF')  
plt.show()

## Multinomial Naive Bayes Model

**MultinominalNB** for **Bag of Words** and **TF-IDF** features

#training the model  
mnb=MultinomialNB()  
#fitting the svm for bag of words  
mnb\_bow=mnb.fit(cv\_train\_reviews,train\_sentiments)  
print(mnb\_bow)  
#fitting the svm for tfidf features  
mnb\_tfidf=mnb.fit(tv\_train\_reviews,train\_sentiments)  
print(mnb\_tfidf)

#Predicting the model for bag of words  
mnb\_bow\_predict=mnb.predict(cv\_test\_reviews)  
print(mnb\_bow\_predict)  
#Predicting the model for tfidf features  
mnb\_tfidf\_predict=mnb.predict(tv\_test\_reviews)  
print(mnb\_tfidf\_predict)

#Accuracy score for bag of words  
mnb\_bow\_score=accuracy\_score(test\_sentiments,mnb\_bow\_predict)  
print("mnb\_bow\_score :",mnb\_bow\_score)  
#Accuracy score for tfidf features  
mnb\_tfidf\_score=accuracy\_score(test\_sentiments,mnb\_tfidf\_predict)  
print("mnb\_tfidf\_score :",mnb\_tfidf\_score)

import pandas as pd  
import matplotlib.pyplot as plt  
model\_names=["MNB\_BOW","MNB\_TFIDF"]  
model\_acc = [round(mnb\_bow\_score\*100,2),round(mnb\_tfidf\_score\*100,2)]  
  
# Create a bar chart  
plt.close('all')  
colors = ['green', 'blue']  
plt.rcParams["figure.figsize"] = (6,5)  
plt.bar(model\_names, model\_acc,color=colors,width=0.05)  
  
# Add horizontal grid lines  
plt.grid(True, axis='y')  
  
# Add a title and axis labels  
plt.title('Model Accuracies')  
plt.xlabel('Model')  
plt.ylabel('Accuracy')  
  
# Rotate x-axis labels  
# plt.xticks(rotation=45)  
  
# Add value labels on top of each bar  
for i, v in enumerate(model\_acc):  
 plt.text(i, v, str(v), ha='center', va='bottom', fontweight='bold')  
  
# Display the chart  
plt.show()

#Classification report for bag of words   
mnb\_bow\_report=classification\_report(test\_sentiments,mnb\_bow\_predict,target\_names=['Positive','Negative'])  
print(mnb\_bow\_report)  
#Classification report for tfidf features  
mnb\_tfidf\_report=classification\_report(test\_sentiments,mnb\_tfidf\_predict,target\_names=['Positive','Negative'])  
print(mnb\_tfidf\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(mnb\_bow.predict(tv\_test\_reviews), axis=-1)  
y\_true = tf.argmax(test\_sentiments, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = mnb\_bow.predict(tv\_test\_reviews)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(mnb\_bow\_score\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

ml\_data.append(["MNB\_BOW", f1, precision, recall, accuracy])

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(mnb\_tfidf.predict(tv\_test\_reviews), axis=-1)  
y\_true = tf.argmax(test\_sentiments, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = mnb\_tfidf.predict(tv\_test\_reviews)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(mnb\_tfidf\_score\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

ml\_data.append(["MNB\_TFIDF", f1, precision, recall, accuracy])

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
cm\_bow = ConfusionMatrixDisplay(confusion\_matrix(test\_sentiments,mnb\_bow\_predict), display\_labels = ['Positive','Negative'])  
plt.figure(figsize = (5,5))  
cm\_bow.plot()  
plt.title('Confusion matrix BOW')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
cm\_tfidf = ConfusionMatrixDisplay(confusion\_matrix(test\_sentiments,mnb\_tfidf\_predict), display\_labels = ['Positive','Negative'])  
plt.figure(figsize = (5,5))  
cm\_tfidf.plot()  
plt.title('Confusion matrix TFIDF')  
plt.show()

# COMPARISION

import numpy as np  
import matplotlib.pyplot as plt  
  
# extract the accuracy, precision, recall, and f1 values for each model  
accuracy = [x[1] for x in ml\_data]  
precision = [x[2] for x in ml\_data]  
recall = [x[3] for x in ml\_data]  
f1 = [(x[4]/100) for x in ml\_data]  
  
# set the width of the bars  
barWidth = 0.20  
  
# set the positions of the bars on the x-axis  
r1 = np.arange(len(ml\_data))  
r2 = [x + barWidth for x in r1]  
r3 = [x + barWidth for x in r2]  
r4 = [x + barWidth for x in r3]  
  
# create the bar chart  
plt.subplots(figsize=(14,10))  
bar1=plt.bar(r1, accuracy, color='b', width=barWidth, edgecolor='white', label='Accuracy')  
bar2=plt.bar(r2, precision, color='g', width=barWidth, edgecolor='white', label='Precision')  
bar3=plt.bar(r3, recall, color='r', width=barWidth, edgecolor='white', label='Recall')  
bar4=plt.bar(r4, f1, color='c', width=barWidth, edgecolor='white', label='F1 Score')  
  
# add labels and titles  
plt.xlabel('Model')  
plt.xticks([r + barWidth for r in range(len(ml\_data))],[x[0] for x in ml\_data])  
plt.ylabel('Score')  
plt.title('Performance Metrics')  
  
# add legend  
plt.legend(bbox\_to\_anchor=(1.05, 1.0), loc='upper left')  
  
# add text labels above each bar  
for i in range(len(ml\_data)):  
 plt.text(r1[i],accuracy[i], '{:.2f}'.format(accuracy[i]),ha='center')  
 plt.text(r2[i],precision[i], '{:.2f}'.format(precision[i]),ha='center')  
 plt.text(r3[i],recall[i], '{:.2f}'.format(recall[i]),ha='center')  
 plt.text(r4[i],f1[i], '{:.2f}'.format(f1[i]),ha='center')  
  
# show the plot  
plt.show()

## BAG OF WORDS

import pandas as pd  
models=["LR","SVM","MNB"]  
accuracy = []  
accuracy.append(lr\_bow\_score)  
accuracy.append(svm\_bow\_score)  
accuracy.append(mnb\_bow\_score)  
  
# Sample data  
accuracy = np.array(accuracy)  
  
# Convert to percent with one decimal place  
accuracy = np.round(accuracy \* 100, 1)  
  
metrics = pd.DataFrame({  
 'Model': models,  
 'Accuracy': accuracy,  
})  
  
# Set Model column as index  
metrics = metrics.set\_index('Model')  
  
# Display DataFrame  
print(metrics)  
  
# Print the results

import matplotlib.pyplot as plt  
  
  
# Create a bar chart  
plt.close('all')  
colors = ['red', 'green', 'blue']  
plt.rcParams["figure.figsize"] = (12,5.5)  
plt.bar(models, accuracy,color=colors,width=0.5)  
  
# Add horizontal grid lines  
plt.grid(True, axis='y')  
  
# Add a title and axis labels  
plt.title('Model Accuracies')  
plt.xlabel('Model')  
plt.ylabel('Accuracy')  
  
# Rotate x-axis labels  
# plt.xticks(rotation=45)  
  
# Add value labels on top of each bar  
for i, v in enumerate(accuracy):  
 plt.text(i, v, str(v), ha='center', va='bottom', fontweight='bold')  
  
# Display the chart  
plt.show()

## TF-IDF

import pandas as pd  
models=["LR","SVM","MNB"]  
accuracy = []  
accuracy.append(lr\_tfidf\_score)  
accuracy.append(svm\_tfidf\_score)  
accuracy.append(mnb\_tfidf\_score)  
  
# Sample data  
accuracy = np.array(accuracy)  
  
# Convert to percent with one decimal place  
accuracy = np.round(accuracy \* 100, 1)  
  
metrics = pd.DataFrame({  
 'Model': models,  
 'Accuracy': accuracy,  
})  
  
# Set Model column as index  
metrics = metrics.set\_index('Model')  
  
# Display DataFrame  
print(metrics)  
  
# Print the results

import matplotlib.pyplot as plt  
  
  
# Create a bar chart  
plt.close('all')  
colors = ['red', 'green', 'blue']  
plt.rcParams["figure.figsize"] = (12,5.5)  
plt.bar(models, accuracy,color=colors,width=0.5)  
  
# Add horizontal grid lines  
plt.grid(True, axis='y')  
  
# Add a title and axis labels  
plt.title('Model Accuracies')  
plt.xlabel('Model')  
plt.ylabel('Accuracy')  
  
# Rotate x-axis labels  
# plt.xticks(rotation=45)  
  
# Add value labels on top of each bar  
for i, v in enumerate(accuracy):  
 plt.text(i, v, str(v), ha='center', va='bottom', fontweight='bold')  
  
# Display the chart  
plt.show()

# Preparing Embedding layer

Let's now write the script for our embedding layer. Embedding layer converts our textual data into numeric form. It is then **used as the first layer for the deep learning models in Keras**.

# Embedding layer expects the words to be in numeric form   
# Using Tokenizer function from keras.preprocessing.text library  
# Method fit\_on\_text trains the tokenizer   
# Method texts\_to\_sequences converts sentences to their numeric form  
  
word\_tokenizer = Tokenizer()  
word\_tokenizer.fit\_on\_texts(X\_train)  
  
X\_train = word\_tokenizer.texts\_to\_sequences(X\_train)  
X\_test = word\_tokenizer.texts\_to\_sequences(X\_test)

import io  
import json

# Saving  
  
tokenizer\_json = word\_tokenizer.to\_json()  
with io.open('b3\_tokenizer.json', 'w', encoding='utf-8') as f:  
 f.write(json.dumps(tokenizer\_json, ensure\_ascii=False))

# Adding 1 to store dimensions for words for which no pretrained word embeddings exist  
  
vocab\_length = len(word\_tokenizer.word\_index) + 1  
  
vocab\_length

# Padding all reviews to fixed length 100  
  
maxlen = 100  
  
X\_train = pad\_sequences(X\_train, padding='post', maxlen=maxlen)  
X\_test = pad\_sequences(X\_test, padding='post', maxlen=maxlen)

# Load GloVe word embeddings and create an Embeddings Dictionary  
  
from numpy import asarray  
from numpy import zeros  
  
embeddings\_dictionary = dict()  
glove\_file = open('a2\_glove.6B.100d.txt', encoding="utf8")  
  
for line in glove\_file:  
 records = line.split()  
 word = records[0]  
 vector\_dimensions = asarray(records[1:], dtype='float32')  
 embeddings\_dictionary [word] = vector\_dimensions  
glove\_file.close()

# Create Embedding Matrix having 100 columns   
# Containing 100-dimensional GloVe word embeddings for all words in our corpus.  
  
embedding\_matrix = zeros((vocab\_length, 100))  
for word, index in word\_tokenizer.word\_index.items():  
 embedding\_vector = embeddings\_dictionary.get(word)  
 if embedding\_vector is not None:  
 embedding\_matrix[index] = embedding\_vector

embedding\_matrix.shape

data=[]

# Model Training with:

## Simple Neural Network (SNN) MODEL

# Neural Network architecture  
  
snn\_model = Sequential()  
embedding\_layer = Embedding(vocab\_length, 100, weights=[embedding\_matrix], input\_length=maxlen , trainable=False)  
  
snn\_model.add(embedding\_layer)  
  
snn\_model.add(Flatten())  
snn\_model.add(Dense(1, activation='sigmoid'))

# Model compiling  
  
snn\_model.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['acc'])  
  
print(snn\_model.summary())

# Model training  
  
snn\_model\_history = snn\_model.fit(X\_train, y\_train, batch\_size=156, epochs=5, verbose=1, validation\_split=0.20)

# Predictions on the Test Set  
  
snn\_score = snn\_model.evaluate(X\_test, y\_test, verbose=1)

# Model Performance  
  
print("Test Score:", snn\_score[0])  
print("Test Accuracy:", snn\_score[1])

# Model Performance Charts  
  
import matplotlib.pyplot as plt  
  
plt.plot(snn\_model\_history.history['acc'])  
plt.plot(snn\_model\_history.history['val\_acc'])  
  
plt.title('model accuracy')  
plt.ylabel('accuracy')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()  
  
plt.plot(snn\_model\_history.history['loss'])  
plt.plot(snn\_model\_history.history['val\_loss'])  
  
plt.title('model loss')  
plt.ylabel('loss')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
y\_pred\_proba = snn\_model.predict(X\_test)  
y\_pred = np.array([0 if proba < 0.5 else 1 for proba in y\_pred\_proba])  
snn\_report=classification\_report(y\_test, y\_pred)  
print(snn\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(snn\_model.predict(X\_test), axis=-1)  
y\_true = tf.argmax(y\_test, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = snn\_model.predict(X\_test)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(snn\_score[1]\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

data.append(["Simpe ANN", f1, precision, recall, accuracy])

cm = ConfusionMatrixDisplay(confusion\_matrix(y\_test, y\_pred), display\_labels = ['Negative', 'Positive'])  
plt.figure(figsize = (5,5))  
cm.plot()  
plt.title('Confusion matrix')  
plt.show()

## Convolutional Neural Network (CNN) MODEL

from keras.layers import Conv1D,MaxPooling1D,BatchNormalization,Dropout,GlobalMaxPooling1D,Dense  
from tensorflow.keras.initializers import RandomNormal, Constant

# Neural Network architecture  
  
cnn\_model = Sequential()  
  
embedding\_layer = Embedding(vocab\_length, 100, weights=[embedding\_matrix], input\_length=maxlen , trainable=False)  
cnn\_model.add(embedding\_layer)  
  
cnn\_model.add(Conv1D(108, 5, activation='relu'))  
cnn\_model.add(MaxPooling1D(pool\_size=3,strides=1, padding='same'))  
cnn\_model.add(BatchNormalization(momentum=0.95, epsilon=0.005,beta\_initializer=RandomNormal(mean=0.0, stddev=0.05), gamma\_initializer=Constant(value=0.9)))  
cnn\_model.add(GlobalMaxPooling1D())  
cnn\_model.add(Dropout(0.15))  
cnn\_model.add(Dense(1, activation='sigmoid'))

# load saved model

# Model compiling  
  
cnn\_model.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['acc'])  
print(cnn\_model.summary())

# Model training  
  
cnn\_model\_history = cnn\_model.fit(X\_train, y\_train, batch\_size=156, epochs=5, verbose=1, validation\_split=0.20)

# Predictions on the Test Set  
  
cnn\_score = cnn\_model.evaluate(X\_test, y\_test, verbose=1)

# Model Performance  
  
print("Test Score:", cnn\_score[0])  
print("Test Accuracy:", cnn\_score[1])

# Model Performance Charts  
  
import matplotlib.pyplot as plt  
  
plt.plot(cnn\_model\_history.history['acc'])  
plt.plot(cnn\_model\_history.history['val\_acc'])  
  
plt.title('model accuracy')  
plt.ylabel('accuracy')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc = 'upper left')  
plt.show()  
  
plt.plot(cnn\_model\_history.history['loss'])  
plt.plot(cnn\_model\_history.history['val\_loss'])  
  
plt.title('model loss')  
plt.ylabel('loss')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc = 'upper left')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
y\_pred\_proba = cnn\_model.predict(X\_test)  
y\_pred = np.array([0 if proba < 0.5 else 1 for proba in y\_pred\_proba])  
cnn\_report=classification\_report(y\_test, y\_pred)  
print(cnn\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(cnn\_model.predict(X\_test), axis=-1)  
y\_true = tf.argmax(y\_test, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = cnn\_model.predict(X\_test)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(cnn\_score[1]\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

data.append(["CNN", f1, precision, recall, accuracy])

cm = ConfusionMatrixDisplay(confusion\_matrix(y\_test, y\_pred), display\_labels = ['Negative', 'Positive'])  
plt.figure(figsize = (5,5))  
cm.plot()  
plt.title('Confusion matrix')  
plt.show()

## OPTIMIZED CNN MODEL

# Neural Network architecture  
  
cnnop\_model = Sequential()  
  
embedding\_layer = Embedding(vocab\_length, 100, weights=[embedding\_matrix], input\_length=maxlen , trainable=False)  
cnnop\_model.add(embedding\_layer)  
  
cnnop\_model.add(Conv1D(88, 5, activation='relu'))  
cnnop\_model.add(GlobalMaxPooling1D())  
cnnop\_model.add(Dense(1, activation='sigmoid'))

# Model compiling  
  
cnnop\_model.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['acc'])  
print(cnnop\_model.summary())

# Model training  
  
cnnop\_model\_history = cnnop\_model.fit(X\_train, y\_train, batch\_size=156, epochs=5, verbose=1, validation\_split=0.20)

# Predictions on the Test Set  
  
cnnop\_score = cnnop\_model.evaluate(X\_test, y\_test, verbose=1)

# Model Performance  
  
print("Test Score:", cnnop\_score[0])  
print("Test Accuracy:", cnnop\_score[1])

# Model Performance Charts  
  
import matplotlib.pyplot as plt  
  
plt.plot(cnnop\_model\_history.history['acc'])  
plt.plot(cnnop\_model\_history.history['val\_acc'])  
  
plt.title('model accuracy')  
plt.ylabel('accuracy')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc = 'upper left')  
plt.show()  
  
plt.plot(cnnop\_model\_history.history['loss'])  
plt.plot(cnnop\_model\_history.history['val\_loss'])  
  
plt.title('model loss')  
plt.ylabel('loss')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc = 'upper left')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
y\_pred\_proba = cnn\_model.predict(X\_test)  
y\_pred = np.array([0 if proba < 0.5 else 1 for proba in y\_pred\_proba])  
cnnop\_report=classification\_report(y\_test, y\_pred)  
print(cnnop\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(cnnop\_model.predict(X\_test), axis=-1)  
y\_true = tf.argmax(y\_test, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = cnnop\_model.predict(X\_test)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(cnnop\_score[1]\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

data.append(["CNNOP", f1, precision, recall, accuracy])

cm = ConfusionMatrixDisplay(confusion\_matrix(y\_test, y\_pred), display\_labels = ['Negative', 'Positive'])  
plt.figure(figsize = (5,5))  
cm.plot()  
plt.title('Confusion matrix')  
plt.show()

## Recurrent Neural Network (LSTM) MODEL

from keras.layers import LSTM

# Neural Network architecture  
  
lstm\_model = Sequential()  
embedding\_layer = Embedding(vocab\_length, 100, weights=[embedding\_matrix], input\_length=maxlen , trainable=False)  
  
lstm\_model.add(embedding\_layer)  
lstm\_model.add(LSTM(116))  
  
lstm\_model.add(Dense(1, activation='sigmoid'))

# Model compiling  
  
lstm\_model.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['acc'])  
print(lstm\_model.summary())

# Model Training  
  
lstm\_model\_history = lstm\_model.fit(X\_train, y\_train, batch\_size=156, epochs=5, verbose=1, validation\_split=0.20)

# Predictions on the Test Set  
  
lstm\_score = lstm\_model.evaluate(X\_test, y\_test, verbose=1)

# Model Performance  
  
print("Test Score:", lstm\_score[0])  
print("Test Accuracy:", lstm\_score[1])

# Model Performance Charts  
  
import matplotlib.pyplot as plt  
  
plt.plot(lstm\_model\_history.history['acc'])  
plt.plot(lstm\_model\_history.history['val\_acc'])  
  
plt.title('model accuracy')  
plt.ylabel('accuracy')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()  
  
plt.plot(lstm\_model\_history.history['loss'])  
plt.plot(lstm\_model\_history.history['val\_loss'])  
  
plt.title('model loss')  
plt.ylabel('loss')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
y\_pred\_proba = lstm\_model.predict(X\_test)  
y\_pred = np.array([0 if proba < 0.5 else 1 for proba in y\_pred\_proba])  
lstm\_report=classification\_report(y\_test, y\_pred)  
print(lstm\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(lstm\_model.predict(X\_test), axis=-1)  
y\_true = tf.argmax(y\_test, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = lstm\_model.predict(X\_test)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(lstm\_score[1]\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

data.append(["LSTM", f1, precision, recall, accuracy])

cm = ConfusionMatrixDisplay(confusion\_matrix(y\_test, y\_pred), display\_labels = ['Negative', 'Positive'])  
plt.figure(figsize = (5,5))  
cm.plot()  
plt.title('Confusion matrix')  
plt.show()

## BI-LSTM MODEL

from keras.layers import LSTM,Bidirectional,Conv1D

# Neural Network architecture  
  
bilstm\_model = Sequential()  
embedding\_layer = Embedding(vocab\_length, 100, weights=[embedding\_matrix], input\_length=maxlen , trainable=False)  
  
bilstm\_model.add(embedding\_layer)  
bilstm\_model.add(Bidirectional(LSTM(76)))  
  
bilstm\_model.add(Dense(116, activation='sigmoid'))  
bilstm\_model.add(Dropout(0.15))  
bilstm\_model.add(Dense(48, activation='sigmoid'))  
bilstm\_model.add(Dropout(0.20))  
  
bilstm\_model.add(Dense(1, activation='sigmoid'))

# Model compiling  
  
bilstm\_model.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['acc'])  
print(bilstm\_model.summary())

# Model Training  
  
bilstm\_model\_history = bilstm\_model.fit(X\_train, y\_train, batch\_size=156, epochs=5, verbose=1, validation\_split=0.20)

# Predictions on the Test Set  
  
bilstm\_score = bilstm\_model.evaluate(X\_test, y\_test, verbose=1)

# Model Performance  
  
print("Test Score:", bilstm\_score[0])  
print("Test Accuracy:", bilstm\_score[1])

# Model Performance Charts  
  
import matplotlib.pyplot as plt  
  
plt.plot(bilstm\_model\_history.history['acc'])  
plt.plot(bilstm\_model\_history.history['val\_acc'])  
  
plt.title('model accuracy')  
plt.ylabel('accuracy')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()  
  
plt.plot(bilstm\_model\_history.history['loss'])  
plt.plot(bilstm\_model\_history.history['val\_loss'])  
  
plt.title('model loss')  
plt.ylabel('loss')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
y\_pred\_proba = bilstm\_model.predict(X\_test)  
y\_pred = np.array([0 if proba < 0.5 else 1 for proba in y\_pred\_proba])  
bilstm\_report=classification\_report(y\_test, y\_pred)  
print(bilstm\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(bilstm\_model.predict(X\_test), axis=-1)  
y\_true = tf.argmax(y\_test, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = bilstm\_model.predict(X\_test)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(bilstm\_score[1]\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

data.append(["BILSTM", f1, precision, recall, accuracy])

cm = ConfusionMatrixDisplay(confusion\_matrix(y\_test, y\_pred), display\_labels = ['Negative', 'Positive'])  
plt.figure(figsize = (5,5))  
cm.plot()  
plt.title('Confusion matrix')  
plt.show()

## CNN-LSTM Model

from keras.layers import LSTM,Bidirectional,Conv1D  
  
cnn\_lstm\_model=Sequential()  
embedding\_layer = Embedding(vocab\_length, 100, weights=[embedding\_matrix], input\_length=maxlen , trainable=False)  
  
cnn\_lstm\_model.add(embedding\_layer)  
  
cnn\_lstm\_model.add(Conv1D(128, 5, activation='relu'))  
  
cnn\_lstm\_model.add(LSTM(52))  
  
cnn\_lstm\_model.add(Dense(1, activation='sigmoid'))

# Model compiling  
  
cnn\_lstm\_model.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['acc'])  
print(cnn\_lstm\_model.summary())

# Model Training  
  
cnn\_lstm\_model\_history = cnn\_lstm\_model.fit(X\_train, y\_train, batch\_size=156, epochs=5, verbose=1, validation\_split=0.20)

# Predictions on the Test Set  
  
cnn\_lstm\_score = cnn\_lstm\_model.evaluate(X\_test, y\_test, verbose=1)

# Model Performance  
  
print("Test Score:", cnn\_lstm\_score[0])  
print("Test Accuracy:", cnn\_lstm\_score[1])

# Model Performance Charts  
  
import matplotlib.pyplot as plt  
  
plt.plot(cnn\_lstm\_model\_history.history['acc'])  
plt.plot(cnn\_lstm\_model\_history.history['val\_acc'])  
  
plt.title('model accuracy')  
plt.ylabel('accuracy')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()  
  
plt.plot(cnn\_lstm\_model\_history.history['loss'])  
plt.plot(cnn\_lstm\_model\_history.history['val\_loss'])  
  
plt.title('model loss')  
plt.ylabel('loss')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
y\_pred\_proba = cnn\_lstm\_model.predict(X\_test)  
y\_pred = np.array([0 if proba < 0.5 else 1 for proba in y\_pred\_proba])  
cnn\_lstm\_report=classification\_report(y\_test, y\_pred)  
print(cnn\_lstm\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(cnn\_lstm\_model.predict(X\_test), axis=-1)  
y\_true = tf.argmax(y\_test, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = cnn\_lstm\_model.predict(X\_test)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(cnn\_lstm\_score[1]\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

data.append(["CNN-LSTM", f1, precision, recall, accuracy])

cm = ConfusionMatrixDisplay(confusion\_matrix(y\_test, y\_pred), display\_labels = ['Negative', 'Positive'])  
plt.figure(figsize = (5,5))  
cm.plot()  
plt.title('Confusion matrix')  
plt.show()

## CNN-BI LSTM MODEL

from keras.layers import LSTM,Bidirectional,Conv1D  
  
cnn\_bilstm\_model=Sequential()  
embedding\_layer = Embedding(vocab\_length, 100, weights=[embedding\_matrix], input\_length=maxlen , trainable=False)  
  
cnn\_bilstm\_model.add(embedding\_layer)  
  
cnn\_bilstm\_model.add(Conv1D(164, 5, activation='relu'))  
  
cnn\_bilstm\_model.add(Bidirectional(LSTM(48)))  
cnn\_bilstm\_model.add(Dropout(0.1))  
  
cnn\_bilstm\_model.add(Dense(1, activation='sigmoid'))

# Model compiling  
  
cnn\_bilstm\_model.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['acc'])  
print(cnn\_bilstm\_model.summary())

# Model Training  
  
cnn\_bilstm\_model\_history = cnn\_bilstm\_model.fit(X\_train, y\_train, batch\_size=156, epochs=5, verbose=1, validation\_split=0.20)

# Predictions on the Test Set  
  
cnn\_bilstm\_score = cnn\_bilstm\_model.evaluate(X\_test, y\_test, verbose=1)

# Model Performance  
  
print("Test Score:", cnn\_bilstm\_score[0])  
print("Test Accuracy:", cnn\_bilstm\_score[1])

# Model Performance Charts  
  
import matplotlib.pyplot as plt  
  
plt.plot(cnn\_bilstm\_model\_history.history['acc'])  
plt.plot(cnn\_bilstm\_model\_history.history['val\_acc'])  
  
plt.title('model accuracy')  
plt.ylabel('accuracy')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()  
  
plt.plot(cnn\_bilstm\_model\_history.history['loss'])  
plt.plot(cnn\_bilstm\_model\_history.history['val\_loss'])  
  
plt.title('model loss')  
plt.ylabel('loss')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
y\_pred\_proba = cnn\_bilstm\_model.predict(X\_test)  
y\_pred = np.array([0 if proba < 0.5 else 1 for proba in y\_pred\_proba])  
cnn\_bilstm\_report=classification\_report(y\_test, y\_pred)  
print(cnn\_bilstm\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(cnn\_bilstm\_model.predict(X\_test), axis=-1)  
y\_true = tf.argmax(y\_test, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = cnn\_bilstm\_model.predict(X\_test)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(cnn\_bilstm\_score[1]\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

data.append(["CNN-BILSTM", f1, precision, recall, accuracy])

cm = ConfusionMatrixDisplay(confusion\_matrix(y\_test, y\_pred), display\_labels = ['Negative', 'Positive'])  
plt.figure(figsize = (5,5))  
cm.plot()  
plt.title('Confusion matrix')  
plt.show()

## HYBRID NEURAL NETWORK (HNN) MODEL

from keras.layers import LSTM,Bidirectional,Conv1D,Flatten,MaxPooling1D,Dropout  
from tensorflow.keras.initializers import RandomNormal, Constant  
  
hybrid\_model=Sequential()  
embedding\_layer = Embedding(vocab\_length, 100, weights=[embedding\_matrix], input\_length=maxlen , trainable=False)  
  
hybrid\_model.add(embedding\_layer)  
  
hybrid\_model.add(Conv1D(500,5,activation='relu'))  
hybrid\_model.add(Conv1D(200,5,activation='relu'))  
hybrid\_model.add(MaxPooling1D(pool\_size=3,strides=1, padding='same'))  
  
hybrid\_model.add(Dropout(0.1))  
  
hybrid\_model.add(Bidirectional(LSTM(60,return\_sequences=True)))  
hybrid\_model.add(LSTM(64))  
  
hybrid\_model.add(Flatten())  
hybrid\_model.add(Dense(24))  
  
hybrid\_model.add(Dense(1, activation='sigmoid'))

# Model compiling  
  
hybrid\_model.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['acc'])  
print(hybrid\_model.summary())

# Model Training  
  
hybrid\_model\_history = hybrid\_model.fit(X\_train, y\_train, batch\_size=156, epochs=5, verbose=1, validation\_split=0.20)

# Predictions on the Test Set  
  
hybrid\_score = hybrid\_model.evaluate(X\_test, y\_test, verbose=1)

# Model Performance  
print("Test Score:", hybrid\_score[0])  
print("Test Accuracy:", hybrid\_score[1])

# Model Performance Charts  
  
import matplotlib.pyplot as plt  
  
plt.plot(hybrid\_model\_history.history['acc'])  
plt.plot(hybrid\_model\_history.history['val\_acc'])  
  
plt.title('model accuracy')  
plt.ylabel('accuracy')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()  
  
plt.plot(hybrid\_model\_history.history['loss'])  
plt.plot(hybrid\_model\_history.history['val\_loss'])  
  
plt.title('model loss')  
plt.ylabel('loss')  
plt.xlabel('epoch')  
plt.legend(['train','test'], loc='upper left')  
plt.show()

from sklearn.metrics import classification\_report, confusion\_matrix, balanced\_accuracy\_score, ConfusionMatrixDisplay  
y\_pred\_proba = hybrid\_model.predict(X\_test)  
y\_pred = np.array([0 if proba < 0.5 else 1 for proba in y\_pred\_proba])  
hnn\_report=classification\_report(y\_test, y\_pred)  
print(hnn\_report)

import tensorflow as tf  
from sklearn.metrics import f1\_score, precision\_score, recall\_score, accuracy\_score  
  
y\_pred = tf.argmax(hybrid\_model.predict(X\_test), axis=-1)  
y\_true = tf.argmax(y\_test, axis=-1)  
  
# Obtain the predicted probabilities for each input instance  
y\_pred\_prob = hybrid\_model.predict(X\_test)  
  
# Apply a threshold to convert the probabilities to binary labels  
y\_pred = (y\_pred\_prob >= 0.5).astype(int)  
  
# Calculate the f1 score  
f1 = f1\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the precision score  
precision = precision\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the recall score  
recall = recall\_score(y\_test, y\_pred, average='weighted')  
  
# Calculate the accuracy score  
accuracy = round(hybrid\_score[1]\*100,2)  
  
  
# Print the scores  
print('F1 score: {:.4f}'.format(f1))  
print("Precision: {:.2f}%".format(precision \* 100))  
print("Recall Score: {:.2f}".format(recall))  
print("Accuracy:", accuracy)

data.append(["HYBRID", f1, precision, recall, accuracy])

cm = ConfusionMatrixDisplay(confusion\_matrix(y\_test, y\_pred), display\_labels = ['Negative', 'Positive'])  
plt.figure(figsize = (5,5))  
cm.plot()  
plt.title('Confusion matrix')  
plt.show()

# Saving the model

# Saving the model as a h5 file for possible use later  
  
snn\_model.save(f"./c1\_snn\_model\_acc\_{round(snn\_score[1], 3)}.h5", save\_format='h5')

# Saving the model as a h5 file for possible use later  
  
cnn\_model.save(f"./c1\_cnn\_model\_acc\_{round(cnn\_score[1], 3)}.h5", save\_format='h5')

# Saving the model as a h5 file for possible use later  
  
cnnop\_model.save(f"./c1\_cnnop\_model\_acc\_{round(cnnop\_score[1], 3)}.h5", save\_format='h5')

# Saving the model as a h5 file for possible use later  
  
lstm\_model.save(f"./c1\_lstm\_model\_acc\_{round(lstm\_score[1], 3)}.h5", save\_format='h5')

# Saving the model as a h5 file for possible use later  
  
bilstm\_model.save(f"./c1\_bilstm\_model\_acc\_{round(bilstm\_score[1], 3)}.h5", save\_format='h5')

# Saving the model as a h5 file for possible use later  
  
cnn\_lstm\_model.save(f"./c1\_cnn\_lstm\_model\_acc\_{round(cnn\_lstm\_score[1], 3)}.h5", save\_format='h5')

# Saving the model as a h5 file for possible use later  
  
cnn\_bilstm\_model.save(f"./c1\_cnn\_bilstm\_model\_acc\_{round(cnn\_bilstm\_score[1], 3)}.h5", save\_format='h5')

# Saving the model as a h5 file for possible use later  
  
hybrid\_model.save(f"./c1\_hybrid\_model\_acc\_{round(hybrid\_score[1], 3)}.h5", save\_format='h5')

# COMPARISION RESULTS

train\_acc = []  
val\_acc = []  
train\_loss = []  
val\_loss = []  
  
train\_acc.append(snn\_model\_history.history['acc'])  
val\_acc.append(snn\_model\_history.history['val\_acc'])  
train\_loss.append(snn\_model\_history.history['loss'])  
val\_loss.append(snn\_model\_history.history['val\_loss'])  
  
train\_acc.append(cnn\_model\_history.history['acc'])  
val\_acc.append(cnn\_model\_history.history['val\_acc'])  
train\_loss.append(cnn\_model\_history.history['loss'])  
val\_loss.append(cnn\_model\_history.history['val\_loss'])  
  
train\_acc.append(cnnop\_model\_history.history['acc'])  
val\_acc.append(cnnop\_model\_history.history['val\_acc'])  
train\_loss.append(cnnop\_model\_history.history['loss'])  
val\_loss.append(cnnop\_model\_history.history['val\_loss'])  
  
train\_acc.append(lstm\_model\_history.history['acc'])  
val\_acc.append(lstm\_model\_history.history['val\_acc'])  
train\_loss.append(lstm\_model\_history.history['loss'])  
val\_loss.append(lstm\_model\_history.history['val\_loss'])  
  
train\_acc.append(bilstm\_model\_history.history['acc'])  
val\_acc.append(bilstm\_model\_history.history['val\_acc'])  
train\_loss.append(bilstm\_model\_history.history['loss'])  
val\_loss.append(bilstm\_model\_history.history['val\_loss'])  
  
train\_acc.append(cnn\_lstm\_model\_history.history['acc'])  
val\_acc.append(cnn\_lstm\_model\_history.history['val\_acc'])  
train\_loss.append(cnn\_lstm\_model\_history.history['loss'])  
val\_loss.append(cnn\_lstm\_model\_history.history['val\_loss'])  
  
train\_acc.append(cnn\_bilstm\_model\_history.history['acc'])  
val\_acc.append(cnn\_bilstm\_model\_history.history['val\_acc'])  
train\_loss.append(cnn\_bilstm\_model\_history.history['loss'])  
val\_loss.append(cnn\_bilstm\_model\_history.history['val\_loss'])  
  
train\_acc.append(hybrid\_model\_history.history['acc'])  
val\_acc.append(hybrid\_model\_history.history['val\_acc'])  
train\_loss.append(hybrid\_model\_history.history['loss'])  
val\_loss.append(hybrid\_model\_history.history['val\_loss'])

import pandas as pd  
models=["SNN","CNN","CNN-OP","LSTM","BI-LSTM","CNN-LSTM","CNN-BILSTM","HYBRID"]  
accuracy = []  
accuracy.append(round(snn\_score[1]\*100,2))  
accuracy.append(round(cnn\_score[1]\*100,2))  
accuracy.append(round(cnnop\_score[1]\*100,2))  
accuracy.append(round(lstm\_score[1]\*100,2))  
accuracy.append(round(bilstm\_score[1]\*100,2))  
accuracy.append(round(cnn\_lstm\_score[1]\*100,2))  
accuracy.append(round(cnn\_bilstm\_score[1]\*100,2))  
accuracy.append(round(hybrid\_score[1]\*100,2))  
  
# Sample data  
accuracy = np.array(accuracy)  
  
# Convert to percent with one decimal place  
accuracy = np.round(accuracy, 1)  
  
metrics = pd.DataFrame({  
 'Model': models,  
 'Accuracy': accuracy,  
})  
  
# Set Model column as index  
metrics = metrics.set\_index('Model')  
  
# Display DataFrame  
print(metrics)  
  
# Print the results

import matplotlib.pyplot as plt  
  
  
# Create a bar chart  
plt.close('all')  
colors = ['red', 'green', 'blue','yellow','brown','pink','purple','orange']  
plt.rcParams["figure.figsize"] = (12,5.5)  
plt.bar(models, accuracy,color=colors,width=0.5)  
  
# Add horizontal grid lines  
plt.grid(True, axis='y')  
  
# Add a title and axis labels  
plt.title('Model Accuracies')  
plt.xlabel('Model')  
plt.ylabel('Accuracy')  
  
# Rotate x-axis labels  
# plt.xticks(rotation=45)  
  
# Add value labels on top of each bar  
for i, v in enumerate(accuracy):  
 plt.text(i, v, str(v), ha='center', va='bottom', fontweight='bold')  
  
# Display the chart  
plt.show()

import numpy as np  
import matplotlib.pyplot as plt  
  
# extract the accuracy, precision, recall, and f1 values for each model  
accuracy = [x[1] for x in data]  
precision = [x[2] for x in data]  
recall = [x[3] for x in data]  
f1 = [(x[4]/100) for x in data]  
  
# set the width of the bars  
barWidth = 0.20  
  
# set the positions of the bars on the x-axis  
r1 = np.arange(len(data))  
r2 = [x + barWidth for x in r1]  
r3 = [x + barWidth for x in r2]  
r4 = [x + barWidth for x in r3]  
  
# create the bar chart  
plt.subplots(figsize=(14,10))  
bar1=plt.bar(r1, accuracy, color='b', width=barWidth, edgecolor='white', label='Accuracy')  
bar2=plt.bar(r2, precision, color='g', width=barWidth, edgecolor='white', label='Precision')  
bar3=plt.bar(r3, recall, color='r', width=barWidth, edgecolor='white', label='Recall')  
bar4=plt.bar(r4, f1, color='c', width=barWidth, edgecolor='white', label='F1 Score')  
  
# add labels and titles  
plt.xlabel('Model')  
plt.xticks([r + barWidth for r in range(len(data))],[x[0] for x in data])  
plt.ylabel('Score')  
plt.title('Performance Metrics')  
  
# add legend  
plt.legend(bbox\_to\_anchor=(1.05, 1.0), loc='upper left')  
  
# add text labels above each bar  
for i in range(len(data)):  
 plt.text(r1[i],accuracy[i], '{:.2f}'.format(accuracy[i]), fontsize=8,ha='center')  
 plt.text(r2[i],precision[i], '{:.2f}'.format(precision[i]), fontsize=8,ha='center')  
 plt.text(r3[i],recall[i], '{:.2f}'.format(recall[i]), fontsize=8,ha='center')  
 plt.text(r4[i],f1[i], '{:.2f}'.format(f1[i]), fontsize=8,ha='center')  
  
# show the plot  
plt.show()

# GRAPH COMPARISION

import sys  
plt.close('all')  
  
# Create the plot for train accuracy  
x = range(len(train\_acc[0]))  
# print(x)  
# sys.exit()  
fig1 = plt.figure()  
plt.rcParams["figure.figsize"] = (12,5.5)  
plt.plot(x, train\_acc[0], label="SNN")  
plt.plot(x, train\_acc[1], label="CNN")  
plt.plot(x, train\_acc[2], label="CNN-OP")  
plt.plot(x, train\_acc[3], label="LSTM")  
plt.plot(x, train\_acc[4], label="BILSTM")  
plt.plot(x, train\_acc[5], label="CNN-LSTM")  
plt.plot(x, train\_acc[6], label="CNN-BILSTM")  
plt.plot(x, train\_acc[7], label="HYBRID")  
plt.legend()  
plt.xlabel('Epochs')  
plt.ylabel('Accuracy')  
plt.title('Train Accuracy over time')  
  
  
# Create the plot for validation accuracy  
fig2 = plt.figure()  
plt.rcParams["figure.figsize"] = (12,5.5)  
plt.plot(x, val\_acc[0], label="SNN")  
plt.plot(x, val\_acc[1], label="CNN")  
plt.plot(x, val\_acc[2], label="CNN-OP")  
plt.plot(x, val\_acc[3], label="LSTM")  
plt.plot(x, val\_acc[4], label="BILSTM")  
plt.plot(x, val\_acc[5], label="CNN-LSTM")  
plt.plot(x, val\_acc[6], label="CNN-BILSTM")  
plt.plot(x, val\_acc[7], label="HYBRID")  
plt.legend()  
plt.xlabel('Epochs')  
plt.ylabel('Accuracy')  
plt.title('Validation Accuracy over time')  
  
# Create the plot for train loss  
fig3 = plt.figure()  
plt.rcParams["figure.figsize"] = (12,5.5)  
plt.plot(x, train\_loss[0], label="SNN")  
plt.plot(x, train\_loss[1], label="CNN")  
plt.plot(x, train\_loss[2], label="CNN-OP")  
plt.plot(x, train\_loss[3], label="LSTM")  
plt.plot(x, train\_loss[4], label="BILSTM")  
plt.plot(x, train\_loss[5], label="CNN-LSTM")  
plt.plot(x, train\_loss[6], label="CNN-BILSTM")  
plt.plot(x, train\_loss[7], label="HYBRID")  
plt.legend()  
plt.xlabel('Epochs')  
plt.ylabel('Loss')  
plt.title('Train Loss over time')  
  
# Create the plot for validation loss  
fig4 = plt.figure()  
plt.rcParams["figure.figsize"] = (12,5.5)  
plt.plot(x, val\_acc[0], label="SNN")  
plt.plot(x, val\_acc[1], label="CNN")  
plt.plot(x, val\_acc[2], label="CNN-OP")  
plt.plot(x, val\_acc[3], label="LSTM")  
plt.plot(x, val\_acc[4], label="BILSTM")  
plt.plot(x, val\_acc[5], label="CNN-LSTM")  
plt.plot(x, val\_acc[6], label="CNN-BILSTM")  
plt.plot(x, val\_acc[7], label="HYBRID")  
plt.legend()  
plt.xlabel('Epochs')  
plt.ylabel('Loss')  
plt.title('Validation Loss over time')  
  
# Show all the plots  
plt.show()

# Making Predictions on Live IMDb data

# Load previously trained LSTM Model  
  
from keras.models import load\_model  
  
model\_path ='c1\_hybrid\_model\_acc\_0.864.h5'  
pretrained\_lstm\_model = load\_model(model\_path)  
  
# summarize model.  
pretrained\_lstm\_model.summary()

import chardet  
file = 'a3\_IMDb\_Unseen\_Reviews.csv'  
with open(file, 'rb') as rawdata:  
 result = chardet.detect(rawdata.read(100000))  
file\_type = result['encoding']

# Load sample IMDb reviews csv, having ~6 movie reviews, along with their IMDb rating  
if (file\_type == 'UTF-8-SIG'):  
 sample\_reviews = pd.read\_csv(file)  
 print(sample\_reviews.head(8))  
else:  
 print("CSV file not of encoding: UTF-8-SIG type")  
 exit()

# Preprocess review text with earlier defined preprocess\_text function  
  
unseen\_reviews = sample\_reviews['Review Text']  
  
unseen\_processed = []  
for review in unseen\_reviews:  
 review = convert.conversion(review)  
 review = clean\_text(review)  
 unseen\_processed.append(review)

unseen\_processed

from keras\_preprocessing.text import tokenizer\_from\_json

# Loading  
with open('b3\_tokenizer.json') as f:  
 data = json.load(f)  
 loaded\_tokenizer = tokenizer\_from\_json(data)

# Tokenising instance with earlier trained tokeniser  
unseen\_tokenized = loaded\_tokenizer.texts\_to\_sequences(unseen\_processed)

unseen\_tokenized

# Pooling instance to have maxlength of 100 tokens  
unseen\_padded = pad\_sequences(unseen\_tokenized, padding='post', maxlen=100)

unseen\_padded

# Passing tokenised instance to the LSTM model for predictions  
unseen\_sentiments = pretrained\_lstm\_model.predict(unseen\_padded)  
  
unseen\_sentiments

# Writing model output file back to Google Drive  
  
sample\_reviews['Predicted Sentiments'] = np.round(unseen\_sentiments\*10,1)  
  
df\_prediction\_sentiments = pd.DataFrame(sample\_reviews['Predicted Sentiments'], columns = ['Predicted Sentiments'])  
df\_movie = pd.DataFrame(sample\_reviews['Movie'], columns = ['Movie'])  
df\_review\_text = pd.DataFrame(sample\_reviews['Review Text'], columns = ['Review Text'])  
df\_imdb\_rating = pd.DataFrame(sample\_reviews['IMDb Rating'], columns = ['IMDb Rating'])  
df\_prediction\_sentimenta = pd.DataFrame(sample\_reviews['Predicted Sentiments'], columns = ['Sampleentiments'])  
  
dfx=pd.concat([df\_movie, df\_review\_text, df\_imdb\_rating, df\_prediction\_sentiments], axis=1)  
  
dfx.to\_csv("c2\_IMDb\_Unseen\_Predictions.csv", sep=',', encoding = 'UTF-8-SIG')  
  
unseen\_sentiments[0][0]

prediction\_text= f"Positive Review with probable IMDb rating as: {np.round(unseen\_sentiments[0][0]\*10,1)}"

prediction\_text